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Glossary of Artificial Intelligence Terms 
 
http://robotics.stanford.edu/~ronnyk/glossary.html 
https://ml-cheatsheet.readthedocs.io/en/latest/glossary.html 
https://developers.google.com/machine-learning/glossary 
 
 

A 
Accuracy 

Percentage of correct predictions made by the model. 

Algorithm 

A method, function, or series of instructions used to generate a machine learning model. 
Examples include linear regression, decision trees, support vector machines, and neural 
networks. 

Artificial Intelligence (AI) 

A non-human program or model that can solve sophisticated tasks. For example, a program 
or model that translates text or a program or model that identifies diseases from radiologic 
images both exhibit artificial intelligence. 

Formally, machine learning is a sub-field of artificial intelligence. However, in recent years, 
some organizations have begun using the terms artificial intelligence and machine learning 
interchangeably. 

Attribute (field, variable, feature) 

A quality describing an observation (e.g., color, size, weight). In Excel terms, these are 
column headers. 

B 
Baseline 

A model used as a reference point for comparing how well another model (typically, a 
more complex one) is performing. For example, a logistic regression model might serve as 
a good baseline for a deep model. 

For a particular problem, the baseline helps model developers quantify the minimal 
expected performance that a new model must achieve for the new model to be useful. 

Batch 

The set of examples used in one training iteration. The batch size determines the number 
of examples in a batch. 

http://robotics.stanford.edu/%7Eronnyk/glossary.html
https://ml-cheatsheet.readthedocs.io/en/latest/glossary.html
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Bias metric 

What is the average difference between your predictions and the correct value for that 
observation? 

• Low bias could mean every prediction is correct. It could also mean half of your 
predictions are above their actual values and half are below, in equal proportion, 
resulting in a low average difference. 

• High bias (with low variance) suggests your model may be underfitting and you’re 
using the wrong architecture for the job. 

Bias term 

Allow models to represent patterns that do not pass through the origin. For example, if all 
my features were 0, would my output also be zero? Is it possible there is some base value 
upon which my features have an effect? Bias terms typically accompany weights and are 
attached to neurons or filters. 

C 
Categorical Variables 

Variables with a discrete set of possible values. Can be ordinal (order matters) or nominal 
(order doesn’t matter). 

Classification 

Predicting a categorical output. 

• Binary classification predicts one of two possible outcomes (e.g., is email spam or not 
spam? will landslide occur at a location or not?) 

• Multi-class classification predicts one of multiple possible outcomes (e.g., is this a 
photo of a cat, dog, horse, or human?) 

Classification Threshold 

The lowest probability value at which we’re comfortable asserting a positive classification. 
For example, if the predicted probability of having a landslide is > 50%, return True, 
otherwise return False; in this case, 50% is the classification threshold for landslide 
occurrence. 

Classifier 

A mapping from unlabeled instances to (discrete) classes. Classifiers have a form (e.g., 
decision tree) plus an interpretation procedure (including how to handle unknowns, etc.). 
Some classifiers also provide probability estimates (scores), which can be the threshold to 
yield a discrete class decision thereby taking into account a utility function. 

Confusion Matrix 

A table that describes the performance of a classification model by grouping predictions 
into 4 categories. 
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• True Positives: we correctly predicted that landslide occurred at a location. 
• True Negatives: we correctly predicted that landslide did not occur at a location. 
• False Positives: we incorrectly predicted that landslide occurred at a location 
• False Negatives: we incorrectly predicted that landslide did not occur at a location 

Continuous Variables 

Variables with a range of possible values defined by a number scale (e.g., sales, lifespan). 

Convergence 

A state reached during the training of a model when the loss changes very little between 
each iteration. 

Cross-validation 

A method for estimating the accuracy (or error) of an inducer by dividing the data into k 
mutually exclusive subsets (the “folds”) of approximately equal size. The inducer is trained 
and tested k times. Each time it is trained on the data set minus a fold and tested on that 
fold. The accuracy estimate is the average accuracy for the k folds. 

D 
Data set 

A schema and a set of instances matching the schema. Generally, no ordering on instances 
is assumed. Most machine learning work uses a single fixed-format table. 

Commonly (but not exclusively) organized in one of the following formats: 

• a spreadsheet 
• a file in CSV (comma-separated values) format 

Deep Learning 

Deep Learning is derived from a machine learning algorithm called perceptron or multi-
layer perceptron that is gaining more and more attention nowadays because of its success 
in different fields such as computer vision to signal processing and medical diagnosis to 
self-driving cars. Like other AI algorithms, deep learning is based on decades of research. 
Nowadays, we have more and more data and cheap computing power that makes this 
algorithm really powerful in achieving state-of-the-art accuracy. In the modern world, this 
algorithm is known as artificial neural network. Deep learning is much more accurate and 
robust compared to traditional artificial neural networks. But it is highly influenced by 
machine learning’s neural network and perceptron networks. 

Dimension 

Dimension for machine learning and data scientist is different from physics. Here, 
dimension of data means how many features you have in your data ocean (dataset). e.g., in 
case of object detection application, flatten image size and color channel (e.g., 28*28*3) is 
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a feature of the input set. In the case of house price prediction (maybe) house size is the 
data-set so we call it one-dimensional data. 

E 
Epoch 

An epoch describes the number of times the algorithm sees the entire data set. 

F 
False Positive Rate 

Defined as 

FPR = 1 - Specificity = 
False Positives

False Positives + True Negatives
 

The False Positive Rate forms the x-axis of the ROC curve. 

Feature 

With respect to a dataset, a feature represents an attribute and value combination. Color is 
an attribute. “Color is blue” is a feature. In Excel terms, features are similar to cells. The 
term feature has other definitions in different contexts. 

Feature Selection 

Feature selection is the process of selecting relevant features from a dataset for creating a 
Machine Learning model. 

Feature Vector 

A list of features describing an observation with multiple attributes. In Excel, we call this 
a row. 

G 
Gradient Accumulation 

A mechanism to split the batch of samples used for training a neural network into several 
mini-batches of samples that will be run sequentially. This is used to enable using large 
batch sizes that require more GPU memory than available. 

H 
Hyperparameters 

Hyperparameters are higher-level properties of a model such as how fast it can learn 
(learning rate) or the complexity of a model. The depth of trees in a Decision Tree or the 
number of hidden layers in a neural network are examples of hyperparameters. 



V 
 

I 
Instance (example, case, record) 

A data point, row, or sample in a dataset. Another term for observation. 

L 
Label 

The “answer” portion of observation in supervised learning. For example, in a dataset used 
to classify flowers into different species, the features might include the petal length and 
petal width, while the label would be the flower’s species. 

Learning Rate 

The size of the update steps to take during optimization loops like Gradient Descent. With 
a high learning rate, we can cover more ground with each step, but we risk overshooting 
the lowest point since the slope of the hill is constantly changing. With a very low learning 
rate, we can confidently move in the direction of the negative gradient since we are 
recalculating it so frequently. A low learning rate is more precise, but calculating the 
gradient is time-consuming, so it will take a very long time to get to the bottom. 

Loss 

Loss = actual value (from the dataset)-predicted value (from ML model) The lower the loss, 
the better the model (unless the model has over-fitted to the training data). The loss is 
calculated on training and validation and its interpretation is how well the model is doing 
for these two sets. Unlike accuracy, loss is not a percentage. It is a summation of the errors 
made for each example in training or validation sets. 

M 
Machine Learning (ML) 

Mitchell (1997) provides a succinct definition: “A computer program is said to learn from 
experience E with respect to some class of tasks T and performance measure P, if its 
performance at tasks in T, as measured by P, improves with experience E.” In simple 
language, machine learning is a field in which human-made algorithms can learn by 
themselves or predict the future for unseen data. 

Model 

A data structure that stores a representation of a dataset (weights and biases). Models are 
created/learned when you train an algorithm on a dataset. 
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N 
Neural Networks 

Neural Networks are mathematical algorithms modeled after the brain’s architecture, 
designed to recognize patterns and relationships in data. 

Normalization 

Restriction of the values of weights in regression to avoid overfitting and improve the 
computation speed. 

Noise 

Any irrelevant information or randomness in a dataset obscures the underlying pattern. 

O 
Observation 

A data point, row, or sample in a dataset. Another term for instance. 

Outlier 

An observation that deviates significantly from other observations in the dataset. 

Overfitting 

Overfitting occurs when your model learns the training data too well and incorporates 
details and noise specific to your dataset. You can tell a model is overfitting when it 
performs great on your training/validation set, but poorly on your test set (or new real-
world data). 

P 
Parameters 

Parameters are properties of training data learned by training a machine learning model or 
classifier. They are adjusted using optimization algorithms and are unique to each 
experiment. 

Examples of parameters include: 

• weights in an artificial neural network 
• support vectors in a support vector machine 
• coefficients in a linear or logistic regression 

Precision 

In the context of binary classification (Yes/No), precision measures the model’s 
performance at classifying positive observations (i.e., “Yes”). In other words, when a 
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positive value is predicted, how often is the prediction correct? We could game this metric 
by only returning positive for the single observation we are most confident in. 

 

P = 
True Positives

True Positives + False Positives
 

R 
Recall 

Also called sensitivity. In the context of binary classification (Yes/No), recall measures 
how “sensitive” the classifier is at detecting positive instances. In other words, for all the 
true observations in our sample, how many did we “catch.” We could game this metric by 
always classifying observations as positive. 

R = 
True Positives

True Positives + False Negatives
 

Recall vs. Precision 

Say we are analyzing Brain scans and trying to predict whether a person has a tumor (True) 
or not (False). We feed it into our model and our model starts guessing. 

• Precision is the % of True guesses that were actually correct. If we guess 1 image is 
True out of 100 images and that image is actually True, then our precision is 100%. 
Our results aren’t helpful, however, because we missed 10 brain tumors. We were super 
precise when we tried, but we didn’t try hard enough. 

• Recall, or Sensitivity, provides another lens through which to view how good our 
model is. Again, let’s say there are 100 images, 10 with brain tumors, and we correctly 
guessed 1 had a brain tumor. Precision is 100%, but recall is 10%. Perfect recall 
requires that we catch all 10 tumors. 

Regression 

Predicting a continuous output (e.g., price, sales). 

Regularization 

Regularization is a technique utilized to combat the overfitting problem. This is achieved 
by adding a complexity term to the loss function that gives a bigger loss for more complex 
models. 

ROC (Receiver Operating Characteristic) Curve 

A plot of the true positive rate against the false positive rate at all classification thresholds. 
This is used to evaluate the performance of a classification model at different classification 
thresholds. The area under the ROC curve can be interpreted as the probability that the 
model correctly distinguishes between a randomly chosen positive observation (e.g., 
“spam”) and a randomly chosen negative observation (e.g., “not spam”). 
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S 
Segmentation 

It is the process of partitioning a data set into multiple distinct sets. This separation is done 
such that the members of the same set are similar to each other and different from the 
members of other sets. 

Specificity 

In the context of binary classification (Yes/No), specificity measures the model’s 
performance at classifying negative observations (i.e., “No”). In other words, when the 
correct label is negative, how often is the prediction correct? We could game this metric if 
we predict everything as negative. 

S = 
True Negatives

True Negatives + False Positives
 

Supervised Learning 

Training a model using a labeled dataset. 

T 
Test Set 

A set of observations used at the end of model training and validation to assess the 
predictive power of your model. How generalizable is your model to unseen data? 

Training Set 

A set of observations used to generate machine learning models. 

Transfer Learning 

A machine learning method where a model developed for a task is reused as the starting 
point for a model on a second task. In transfer learning, we take the pre-trained weights of 
an already trained model (one that has been trained on millions of images belonging to 
1000’s of classes, on several high-power GPUs for several days) and use these already 
learned features to predict new classes. 

True Positive Rate 

Another term for recall, i.e. 

TPR = 
True Positives

True Positives + False Negatives
 

The True Positive Rate forms the y-axis of the ROC curve. 
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U 
Underfitting 

Underfitting occurs when your model over-generalizes and fails to incorporate relevant 
variations in your data that would give your model more predictive power. You can tell a 
model is underfitting when it performs poorly on both training and test sets. 

Universal Approximation Theorem 

A neural network with one hidden layer can approximate any continuous function but only 
for inputs in a specific range. If you train a network on inputs between -2 and 2, then it will 
work well for inputs in the same range, but you can’t expect it to generalize to other inputs 
without retraining the model or adding more hidden neurons. 

V 
Validation Set 

A set of observations used during model training to provide feedback on how well the 
current parameters generalize beyond the training set. If the training error decreases but the 
validation error increases, your model is likely overfitting, and you should pause training. 

Variance 

How tightly packed are your predictions for a particular observation relative to each other? 

• Low variance suggests your model is internally consistent, with predictions varying 
little from each other after every iteration. 

• High variance (with low bias) suggests your model may be overfitting and reading too 
deeply into the noise found in every training set. 
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1 Introduction 

1.1 Background 

Artificial intelligence (AI) has become an important technology to solve many problems in a 

variety of areas, like healthcare, entertainment, banking, education, science, and almost everything 

else in the world today. Based on the success of AI in various domains, it is also becoming more 

significant and effective in the fields of engineering and natural science, including hazard 

prediction. Among various natural hazards, landslides are a significant geologic hazard throughout 

most of southwestern Pennsylvania and in certain other parts of the state (Delano and Wilshusen 

2001). A landslide is the gravity-driven movement of an unstable mass of rock, unconsolidated 

soil, or debris down a slope. According to the mode of material movement, landslides can be 

categorized into three main types: falling, sliding, and flowing (Cruden and Varnes 1996). 

Combinations of these types are also common. 

Landslides could destroy utilities, structures, and transportation routes, causing travel delays 

and other negative effects. In Pennsylvania, landslides cause much damage each year. In a 1986 

study, more than 700 recent and active landslides in Allegheny County were identified. U.S. 

Geological Survey (USGS) landslide-inventory maps indicated thousands of landslides in 

Allegheny and Washington Counties. A study by the Pennsylvania Geological Survey also 

included the identification of 480 recent and active landslides and nearly 1000 old or unknown 

landslides in the Williamsport area in north-central Pennsylvania. In Pennsylvania, especially in 

the Pittsburgh region, many landslides are repaired incompletely or not at all. For most landslide 

events in Pennsylvania, the cost is not expensive but still significant. Cost estimates of several 

hundred thousand dollars for stabilization and repair of a landslide affecting two or three properties 

are typical. When maintenance costs surpass the value of the property, abandonment is often the 

solution. The state transportation department in large municipalities has incurred significant 

expenses as a result of landslide damage and additional construction costs for new roads in 

landslide-prone areas (Delano and Wilshusen 2001). 

It is expected that landslides will occur more frequently in the future due to increased 

urbanization, deforestation, and precipitation intensity due to global climate change. The repair 

and mitigation work, roadway reconstruction costs, travel delays, and other side effects could be 

significantly reduced if an advanced warning system of landslides could be provided to, and 
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implemented by transportation officials to address landslides before they affect the safety, cause 

inconvenience, and increase cost to the public. 

 

1.2 Research objectives and tasks 

The study aims to use machine learning (ML) techniques for landslide susceptibility 

assessment in Pennsylvania, particularly in the southwest regions (i.e., PennDOT Districts 11 and 

12). A warning system for rainfall-induced landslides is developed. The warning system is based 

on the analysis combining spatial and temporal prediction, where the probability of landslide 

occurrence is predicted both in time and space. 

For the spatial analysis, a landslide susceptibility map (LSM) is developed to identify areas 

subject to landslide risks ranked from low to high. The LSM takes into account where landslides 

may potentially occur and what causes them. In the present study, different ML algorithms are 

applied to find the underlying relationships between landslide occurrence and spatial causative 

factors (e.g., slope angle, elevation, soil properties, etc.). The probability of landslide occurrence 

is obtained from ML algorithms, and the susceptibility map is constructed using the model with 

the best performance as evaluated by comprehensive evaluation matrices.  

For the temporal analysis, the risk of landslides is highly related to precipitation, which is a 

variable of time. In different physiographic and climatic regions worldwide, rainfall is recognized 

as one of the most common triggers for landslides. In the present study, to predict landslides on a 

temporal scale, cumulative precipitation factors are included as temporal features. By considering 

both static spatial and time-varying precipitation factors, spatiotemporal LSM is conducted with 

ML techniques. 

To develop the warning system and achieve the proposed goals, the study consists of four main 

tasks. Tasks 1 and 2 focus on compiling a database and collecting pertinent information for existing 

rainfall-induced landslides in Pennsylvania, which serve as the ground truth for training ML 

models. The results of Task 1 and Task 2 are presented in Section 2 and Section 3, respectively. 

Task 3 focuses on developing, training, and testing ML models to predict the occurrence of 

landslides both in space and time. The results of Task 3 are presented in Sections 4 through 7. Task 

4 focuses on developing the final project report. Section 8 presents the major conclusions of this 
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study and limitations of the approaches used. Section 9 presents recommendations and instructions 

for generating LSMs using the ML models developed in this study. 

 

2 Landslide Database Compilation 

2.1 Data sources 

In the present study, two databases of rainfall-induced landslides in Pennsylvania and adjacent 

areas, particularly those in the southwest regions of Pennsylvania (i.e., PennDOT Districts 11 and 

12), are compiled based on Google Earth and other sources of satellite images. The two databases 

serve distinct purposes: one for spatial analysis and the other for spatiotemporal analysis. For the 

spatial analysis, a larger landslide database was compiled without event dates. Since spatial 

analysis focuses on the relationships between landslide spatial distribution and relevant static 

topographic and geotechnical factors (e.g., slope angle, soil strength parameters), event dates and 

other time variables are not necessary. For the spatiotemporal analysis, a small landslide database 

with event dates was compiled. Landslides recorded with event dates are rare to collect, resulting 

in a smaller size of database; however, every landslide event in this database contains more detailed 

information. 

 

2.1.1 Data sources for spatial analysis 

For spatial analysis, the following data sources are used for the compilation of the database. In 

the 1970s-1980s, John S. Pomeroy and other researchers of USGS published a series of Topo 

sheets to identify landslides and related features based on topography from aerial photographs by 

multiplex methods (Pomeroy and William 1979). The maps show the area that was active or has 

recent evidence of a slide in several counties of southwestern Pennsylvania. A typical sheet created 

by John S. Pomeroy is shown in Figure 1. 
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Figure 1. Landslides and related features map by John S. Pomeroy in 1979. 

 

Landslides and landslide potential for southwestern Pennsylvania were then digitized from 

those USGS Topo sheets. The digitized map is openly available on the Pennsylvania Department 

of Conservation and Natural Resources website. The database is stored in the format of polygon 

shapefiles corresponding to landslide locations on the map, which is easy for further process and 

conversion. The digitally documented landslides in southwestern Pennsylvania are shown in 

Figure 2. 
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Figure 2. Documented active landslide polygons in southwestern Pennsylvania. 

 

In this study, the digitized USGS landslide inventory was incorporated as the database for 

spatial analysis as it contains much more landslides than other available sources, and the polygon 

shapefile provides the possibility of implementing various methods for LSM compared to the point 

shapefile. 

 

2.1.2 Data sources for spatiotemporal analysis 

Temporal analysis requires landslide events with accurate event dates so that time-varying 

precipitation data can be incorporated. In the present study, landslide data mainly comes from three 

sources: USGS Landslide Inventory, NASA Cooperative Open Online Landslide Repository 

(COOLR), and PennDOT District 12 Slide Database. The first two data sources are available from 

relevant official websites and are open for the public to download. District 12 Slide Database was 

provided by PennDOT district engineers, and the database contains comprehensive and detailed 

information of each landslide recorded by the district engineers. The compiled database contains 

landslides mainly in Pennsylvania; however, considering similar terrain and climate conditions 

(i.e., precipitation), landslide data in adjacent areas is also included to extend the database. Hence, 

the landslide database for spatiotemporal analysis covers Pennsylvania, northern West Virginia, 

eastern Ohio, and New Jersey. 



6 
 

USGS Landslide Inventory is a web-based interactive map with a consistent set of landslide 

data. The searchable map includes contributions from many local, state, and federal agencies and 

provides links to the original digital inventory files for further information (Eric et al. 2022). 

Considering that landslide inventories are typically collected and maintained by different agencies 

and institutions, usually within specific jurisdictional boundaries and often with varied objectives 

and information attributes or even in disparate formats, USGS collaborated with state geological 

surveys and other federal agencies and released these data to provide an openly accessible, 

centralized map of existing information on landslide occurrence across the entire U.S. (Eric et al. 

2022). Given the wide range of landslide information sources in this data compilation, an attribute 

is provided to assess the relative confidence in the characterization of the location of each landslide. 

Confidence (1): possible landslide in the area; Confidence (2): probable landslide in the area; 

Confidence (3): likely landslide at or near this location; Confidence (5): confident consequential 

landslide at this location; and Confidence (8): high confidence in extent or nature of landslide (Eric 

et al. 2022). Since the current USGS landslide inventory is not comprehensive, as further mapping 

is still needed in many parts of the country, periodic updates of the database are planned as new or 

improved data become available. To compile a reliable landslide database in Pennsylvania, only 

landslide data points with Confidence (5) and (8) are collected and added to our database in this 

study. Figure 3 shows landslide data points in Pennsylvania and adjacent states displayed on USGS 

Landslide Inventory online map. 

 

 

Figure 3. USGS landslide inventory online map. 
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The NASA Cooperative Open Online Landslide Repository (COOLR) project provides an 

open platform where scientists and citizen scientists around the world can share landslide reports 

to guide awareness of landslide hazards for improving scientific modeling and emergency response. 

Landslides can be submitted to the Landslide Reporter web application or directly to the NASA 

landslides project team. All the data submitted is made available on the data portal Landslide 

Viewer, which shows referenced and imported landslide inventories from all over the world 

(Kirschbaum et al. 2010 and 2015) 

As an important part of the NASA landslide project, COOLR is a worldwide inventory of 

landslide events. COOLR currently includes three data sources: NASA’s Global Landslide Catalog 

(GLC), Landslide Reporter Catalog (LRC), and other collated landslide inventories. NASA GLC 

currently contains more than 11,500 reports on landslides, debris flows, rock avalanches, etc. 

around the world, in which reports of landslides are found primarily in online media, including 

news articles and other databases. However, the compilation of GLC has been a manual and very 

time-consuming process that is hard to maintain individually; hence, LRC and collated landslides 

from other institutions are needed to provide an open platform for the global citizen science 

community to add reports to expand and fill in the gaps in current data (Kirschbaum et al. 2010 

and 2015). 

In this study, some landslide data points were collected from the data portal NASA Landslide 

Viewer. The data points in Pennsylvania from Landslide Viewer are shown in Figure 4. The 

number within each yellow circle in the Viewer represents the number of landslide events recorded 

in that area, which can be zoomed in for accurately locating the landslides within the area. 
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Figure 4. NASA Landslide Viewer. 

 

PennDOT District 12 is responsible for the state-maintained transportation network in the 

region of several counties, including Fayette, Greene, Washington, and Westmoreland. PennDOT 

District 12 Slide Database contains pertinent information on identified landslide sites, including 

the accurate location of the landslide, failure type, identified event date, and other important 

information. There are 212 events in total in the database, among which there are 134 slides based 

on the failure type. Since not all slide events have identified event dates, 50 events with event dates 

were collected and added to the database. Figure 5 shows portions of the District 12 Slide Database 

in Excel format. 

 

 

Figure 5. PennDOT District 12 Slide Database. 
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2.2 Data acquisition and database establishment 

2.2.1 Database for spatial analysis 

Based on the digitized map of USGS Topo sheets, the database for spatial analysis covers the 

regions in southwestern Pennsylvania. The study area is shown in Figure 6, which consists of eight 

counties: Butler, Armstrong, Indian, Beaver, Allegheny, Westmoreland, Washington, and Greene. 

 

 

Figure 6. Study area in southwestern Pennsylvania. 

 

 
Figure 7. Landslide polygons in the study area for spatial analysis. 
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In total, there are 4,543 landslide events compiled in the database for spatial analysis, as Figure 

7 shows. To display the data distribution clearly and handle relevant calculations and conversion 

conveniently, all data were compiled and stored in the form of point shapefiles on the ArcGIS 

platform, as shown in Figure 8. ArcGIS is a geographic information system (GIS) for working 

with maps and geographic information maintained by the Environmental Systems Research 

Institute (Esri). As a powerful geospatial software, ArcGIS offers various and comprehensive tools 

for users to view, edit, manage, and analyze geographic data. In the database, the original polygon 

shapefile of landslides downloaded from the database of the Pennsylvania Department of 

Conservation and Natural Resources was converted into a point shapefile. The red dots and marks 

on the map represent the recorded landslide events. The information attached to each landslide is 

in the format of standard tables in ArcGIS, as shown in Figure 8. 

It is convenient to transfer all information in the database from ArcGIS to other platforms. For 

example, after data calculation and processing, to better visualize the relationship between the 

terrain and landslide distribution, the database could be transferred to Google Earth directly from 

ArcGIS, together with all pertinent information. Google Earth is a free desktop geographic 

information system with satellite imagery covering all of Earth’s landmasses. The database can be 

stored in Google Earth as KML or KMZ file. A KML file stores geographic modeling information 

in the Keyhole Markup Language (KML), which is a geographic information systems data format. 

It includes placemarks, points, lines, polygons, and images. A KMZ file consists of a main KML 

file and supporting files that are packaged using a Zip utility into one unit called an archive. The 

KMZ file can then be stored and emailed as a single entity. Figure 9 shows the landslide spatial 

database transferred to Google Earth. For each landslide, the relevant information is attached and 

can be displayed when the mark is clicked, as shown in Figure 9. 

In addition to being transferable to Google Earth, the database is also exported in the format 

of an Excel table. In practical engineering applications, tabular databases are often the most 

intuitive and convenient tools to handle a large amount of data. The Excel tabular database is 

shown in Figure 10. In this database, landslide location, data source, and pertinent geotechnical 

variables are recorded in rows and columns. The tabular database is also convenient to serve as 

ML input data. 
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Figure 8. Database for spatial analysis on ArcGIS platform. 

 

 

Figure 9. Database for spatial analysis on the Google Earth platform. 

 

 

Figure 10. Database for spatial analysis in Excel format. 
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2.2.2 Database for spatiotemporal analysis 

Based on the three data sources: USGS Landslide Inventory, NASA COOLR, and PennDOT 

District 12 Slide Database, a landslide database for spatiotemporal analysis was compiled with 387 

landslide events in total. Since there is an overlap between the recorded data from USGS and 

NASA, the overlapped data were identified by manual comparison and were not included in the 

database. The number of landslides with their corresponding source and regional distribution is 

shown in Table 1. 

 

Table 1. Landslides distribution with data source and region. 

Number of 
landslides Region Data source 

161 Pennsylvania NASA COOLR 
50 Pennsylvania PennDOT District 12 
55 West Virginia and Eastern Ohio NASA COOLR 
121 New Jersey USGS Landslide Inventory 

 

USGS Landslide Inventory and NASA COOLR catalog offer different formats of data to 

download as file geodatabase (.gdb), shapefiles (.shp), or comma-separated values (.csv). 

PennDOT District 12 provides a slide database in Excel format. The platforms for storage are the 

same as the database for spatial analysis, which are ArcGIS, Google Earth, and Excel tabular 

formats. The compiled database in ArcGIS, Google Earth, and Excel is shown in Figures 11-13. 

 

 

Figure 11. Spatiotemporal landslide database in ArcGIS. 
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In Figure 11, red dots represent landslide data from the NASA COOLR catalog, green dots 

represent landslide data from USGS Landslide Inventory, and yellow dots represent landslides 

provided by PennDOT District 12. Each landslide point in the database contains detailed 

information about the location of the landslide with the XY coordinates of longitude and latitude, 

identified event date, data source, and other pertinent geotechnical information. 

 

 

(a) 

 

(b) 

Figure 12. Spatiotemporal landslide database in Google Earth: (a) display of data points; 

(b) information attached to a data point. 
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Figure 12(a) shows the landslide spatiotemporal database transferred to Google Earth. The 

marks with different colors on the map represent landslide events from different sources: red dots 

represent landslide data from the NASA COOLR catalog, blue dots represent landslide data from 

USGS Landslide Inventory, and yellow dots represent landslides provided by PennDOT District 

12. The red lines on the map show the boundaries of different counties of Pennsylvania, providing 

a clear relative geographic location of landslides. For each landslide, the relevant information is 

attached and can be displayed when the mark is clicked, as shown in Figure 12(b). 

 

 

Figure 13. Spatiotemporal landslide database in Excel format. 

 

The Excel tabular database for spatiotemporal analysis is shown in Figure 13. In this database, 

landslide location, event date, data source, and pertinent geotechnical variables are recorded in 

rows and columns. 

Every landslide event also includes a pre-event image and a post-event image, together with 

the event date and longitude and latitude coordinates of the event location. The satellite images of 

landslides are from Google Earth with a Landsat database map. The NASA/USGS Landsat 

Program provides the longest continuous space-based record of Earth’s land in existence. Landsat 

data provides information essential for making informed decisions about Earth’s resources and 

environment (Tucker et al. 2004). With the function of historical images in Google Earth, pre-

event and post-event images of landslides are determined manually based on their location and 

date. An example of event images is shown in Figure 14. The example landslide event date is 

09/25/2018; the longitude and latitude coordinates of the event location are (-80.05269922, 

40.53872962). The pre-event image was recorded on 04/2014 while the post-event image was 
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recorded on 09/2019. The images show that the landslide caused damage to the road. It should be 

noted that some landslides are not evident in images, and there are some cases where event images 

could not be obtained for landslides. It is because those historical images were obtained only at 

certain points in time, during which small landslides may have been repaired completely. In 

addition, the landslide location has an uncertainty of up to several kilometers; hence, it is 

challenging to locate every landslide accurately from Google Earth; for those landslides with an 

old event date, there was no satellite serving to get clear photography of the earth at the time. Links 

to these images are provided in the Excel database, and these links would work as long as the event 

images are stored in the same folder as the Excel database. 

 

 
(a) 

 
(b) 

Figure 14. Example of satellite images of landslide (#123) in the database for 

spatiotemporal analysis: (a) pre-event image; (b) post-event image. 
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3 Collection of Pertinent Information 

Pertinent information regarding the causative factors for the landslides is collected. The 

causative factors are related to geology, geomorphology, hydrology, land cover, seismicity, 

manmade activities, etc. (Raghuvanshi et al. 2014; Anbalagan 1992). ML algorithms are used to 

find underlying relationships between landslide occurrence and these causative factors. However, 

determining the exact number and type of causative factors to be incorporated in ML models is 

one of the most critical and challenging tasks in LSM, and many researchers differ on what 

causative factors should be included in LSM (Kavzoglu et al. 2019). Thus, there is no universally 

agreed selection of landslide causative factors; in general, these factors can be broadly categorized 

in Table 2. 

 

Table 2. Category of landslide causative factors (from Moziihrii et al. 2022) 

Type of factors Causative factors 

Topography Slope, aspect, elevation, plan curvature, profile curvature, and 

sediment transport index 

Hydrology Rainfall, solar radiation, stream power index, topographic 

wetness index (TWI), distance to rivers, and density of the river 

Geological Lithology, distance to faults, and density of fault 

Land use/cover Land Use and Land Cover (LULC) and normalized difference 

vegetation index (NDVI) 

Man-made Distance to roads and road density 

 

In this study, fourteen landslide causative factors are chosen for LSM, as Table 3 shows. The 

values of these causative factors can be downloaded as GeoTIFF files from Google Earth Engine. 

Google Earth Engine combines a multi-petabyte catalog of satellite imagery and geospatial 

datasets with planetary-scale analysis capabilities. GeoTIFF is based on the TIFF format and is 

used as an interchange format for georeferenced raster imagery. GeoTIFF is widely used in NASA 

earth science data systems. 
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Table 3. Causative factors used for landslide susceptibility mapping. 

Number Causative factor Number Causative factor 

1 Elevation 8 Stream power index (SPI) 

2 Slope 9 
Normalized difference 

vegetation index (NDVI) 

3 Aspect 10 Sand content 

4 
Multi-scale topographic 

position index (mTPI) 
11 Clay content 

5 Profile curvature 12 Bulk density 

6 Plan curvature 13 Texture classification 

7 
Topographic wetness index 

(TWI) 
14 Field capacity 

 

Based on various geospatial datasets in Google Earth Engine, the data of these causative factors 

can be obtained using codes in the Google Earth Engine code editor. The interface of the Google 

Earth Engine code editor is shown in Figure 15. 

 

 
Figure 15. Interface of Google Earth Engine code editor. 
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The most fundamental terrain data are the elevation, slope, and aspect data, which are extracted 

from the NASA Digital Elevation Models (NASADEM). A Digital Elevation Model (DEM) is 

a representation of elevation data to represent the bare ground topographic surface of the Earth, 

excluding trees, buildings, and any other surface objects.  Elevation can be obtained directly from 

the DEM dataset, while slope and aspect can be calculated based on DEM. NASADEM is a 

modernization of the DEM and associated products generated from the Shuttle Radar Topography 

Mission (SRTM) data and has an effective ground resolution of 30 m. Hence, the resolution of the 

factors derived from DEM is 30 m. The description of NASADEM from Google Earth Engine is 

shown in Figure 16. 

The elevation, slope, and aspect raster data were downloaded for entire Pennsylvania, covering 

all landslide data points in the databases for spatial and spatiotemporal analyses. Since the area is 

too large to make a one-time download, the area was divided into three parts for data download 

separately, and all landslide data points are covered by the three segments. For example, the 

elevation data for the whole area is shown in Figure 17. For demonstration purposes, the 

contributing data of the landslide dataset for spatial analysis is shown next (within eight counties 

in southwestern Pennsylvania); the corresponding data of the landslide dataset for spatiotemporal 

analysis is similar and hence not shown herein. The raster data of elevation, slope, and aspect in 

the study area for spatial analysis are shown in Figures 18, 19, and 20, respectively. 

 

 
Figure 16. Dataset of NASADEM in Google Earth Engine. 
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Figure 17. Elevation raster data for the whole study area. 

 

 
Figure 18. Elevation raster data for the study area for spatial analysis. 
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Figure 19. Slope raster data for the study area for spatial analysis. 

 

 
Figure 20. Aspect raster data for the study area for spatial analysis. 

 

Topographic Position Index (mTPI) is relative elevation data and is calculated using elevation 

data for each location subtracted by the mean elevation within a neighborhood; hence, mTPI can 

distinguish ridges from valley forms. mTPI in the study area of the landslide database for spatial 

analysis is shown in Figure 21. 



21 
 

 
Figure 21. mTPI raster data for the study area for spatial analysis. 

 

Profile and plan curvatures are calculated from the bathymetry surface for each raster cell using 

the ArcGIS Spatial Analyst "Curvature" Tool based on DEM data. They reflect the rate of change 

of curvature in different directions. The profile curvature is parallel to the direction of the 

maximum slope, while the plan curvature is perpendicular to the direction of the maximum slope. 

As important topographical factors, they contribute to the occurrence of landslides. Profile and 

plan curvatures in the study area for spatial analysis are shown in Figure 22 and Figure 23, 

respectively. 

 

 
Figure 22. Profile curvature raster data for the study area for spatial analysis. 
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Figure 23. Plan curvature raster data for the study area for spatial analysis. 

 

Topographic Wetness Index (TWI) is a significant causative factor that measures the degree 

of water accumulation at a location. Stream Power Index (SPI) is a measure of the erosive power 

of flowing water. They are calculated based on flow accumulation and the slope angle of each 

location. Flow accumulation is calculated using ArcGIS Spatial Analyst "Hydrology" Tool based 

on DEM data. TWI and SPI in the study area for spatial analysis are shown in Figures 24 and 25, 

respectively. 

 

 
Figure 24. TWI raster data for the study area for spatial analysis. 
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Figure 25. SPI raster data for the study area for spatial analysis. 

 

Normalized Difference Vegetation Index (NDVI) is an index that researchers commonly use 

in remote sensing as it quantifies vegetation by measuring the difference between near-infrared 

(which vegetation strongly reflects) and red light (which vegetation absorbs). NDVI data were 

downloaded through Landsat 8 Collection 1 Tier 1 dataset, as shown in Figure 26. These 

composites are created from all the scenes in each 8-day period, beginning from the first day of 

the year and continuing to the 360th day of the year. The average NDVI value was calculated and 

downloaded through the code editor. NDVI in the study area for spatial analysis is shown in Figure 

27. 

 

 
Figure 26. Dataset of Landsat 8 Collection 1 Tier 1 8-Day NDVI Composite in Google 

Earth Engine. 
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Figure 27. NDVI raster data for the study area for spatial analysis. 

 

Sand content, clay content, soil bulk density, soil texture classification, and field capacity 

represent soil properties. Soil property data was obtained from the dataset of OpenLandMap in 

Google Earth Engine, as shown in Figure 28, and they have a spatial resolution of 250 m. The band 

downloaded in this study is b100, which represents the soil properties at 100-cm depth. Sand and 

clay contents and the bulk density of soil play important roles in the occurrence of landslides by 

affecting the slope weight and shear strength. Soil texture is a classification instrument used to 

determine soil classes based on their physical texture. The United States Department of Agriculture 

(USDA) soil taxonomy uses 12 textural classes to classify soil, considering the percentages of sand, 

silt, and clay in the soil (Figure 29). Since soil texture classification is a categorical variable, there 

are integer values from 1 to 12 in OpenLandMap, with each value representing a classification of 

soil as shown in Table 4. Field capacity is the amount of water content held in the soil after excess 

water has drained away and the rate of downward movement has decreased; the field capacity used 

in this study is soil water content for 33 kPa suctions at 100-cm depth. The raster data of soil 

properties in the study area are shown in Figures 30 through 34. 
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Figure 28. Datasets of OpenLandMap in Google Earth Engine. 
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Figure 29. USDA soil textural classification triangle. 

 

Table 4. Soil texture value and soil classification. 

Soil texture value in 
OpenLandMap Soil classification 

1 Clay 
2 Silty clay 
3 Sandy clay 
4 Clay loam 
5 Silty clay loam 
6 Sandy clay loam 
7 Loam 
8 Silt loam 
9 Sandy loam 
10 Silt 
11 Loamy sand 
12 Sand 
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Figure 30. Sand content raster data for the study area for spatial analysis. 

 

 
Figure 31. Clay content raster data for the study area for spatial analysis. 
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Figure 32. Bulk density raster data for the study area for spatial analysis. 

 

 
Figure 33. Soil texture classification raster data for the study area for spatial analysis. 
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Figure 34. Field capacity raster data for the study area for spatial analysis. 

 

The values of these soil properties are based on ML predictions from a global compilation of 

soil profiles and samples. OpenLandMap uses a compilation of published point data from various 

national and international soil point data providers to develop ML models for mapping soil 

properties and classes. The most important sources of training points include: 

• USDA National Cooperative Soil Characterization Database, 

• Africa Soil Profiles Database, 

• LUCAS Soil database, 

• Repositório Brasileiro Livre para Dados Abertos do Solo (FEBR), 

• Sistema de Información de Suelos de Latinoamérica y el Caribe (SISLAC), 

• The Northern Circumpolar Soil Carbon Database (NCSCD), 

• Dokuchaev Soil Science Institute / Ministry of Agriculture of Russia (soil profiles for 

Russia), 

• WHRC global mangrove soil carbon dataset, 

• Local data sets such as Silva et al. (2019). 

Additional points, if not available through these databases, have also been imported from the 

WoSIS Soil Profile Database (Batjes et al. 2017). Predictions are based on 3D ML ensemble 

models estimated using the SuperLearner and Caret packages (Hengl and MacMillan 2019). Data 

import, overlay, and model fitting to produce predictions of soil properties and classes are 
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explained by Hengl and MacMillan (2019). The general workflow for the generation of soil 

properties and classes using ML is shown in Figure 35. 

 

 

Figure 35. General workflow for generation of soil properties and classes using ML (from 
Hengl and MacMillan 2019). 

 

In the present study, these causative factors of soil properties were downloaded or generated 

through Google Earth Engine and ArcGIS, and they were prepared as different raster layers in 

ArcGIS. The values of every factor are extracted for each landslide point in the landslide databases 

for spatial and spatiotemporal analyses. They are recorded as pertinent information together with 

the location, event date, and other information to develop the final landslide database in different 

platforms, as shown in Figures 8 through 13 in Section 2. It is noted that some landslide events 

have missing values of soil properties in the databases (almost all the values of soil properties for 

those cases are 0). Those missing values are null values based on ML prediction by OpenLandMap; 

hence, they will not be used as input in the ML of this study. 

In addition to these fourteen contributing factors, rainfall data was also collected for the 

database to conduct spatiotemporal analysis. Daily rainfall amount data was downloaded from 

NASA Daily Surface Weather and Climatological Summaries (Daymet). Daymet provides long-

term, continuous, gridded estimates of daily weather and climatology variables by interpolating 

and extrapolating ground-based observations through statistical modeling techniques. Through the 
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Single Pixel Extraction Tool of Daymet, daily rainfall amount data before each landslide event can 

be downloaded using the event date and longitude and latitude coordinates of the landslide location 

as input. An example of downloaded rainfall data is shown in Figure 36. 

 

 

Figure 36. An example of rainfall amount data downloaded from Daymet. 

 

4 Landslide Susceptibility Assessment 

Landslide susceptibility is a measurement of the occurrence probability of landslides under 

certain geo-environmental conditions. Landslide susceptibility assessment is considered an 

important and effective approach for assessing landslide risk. The methods and techniques of 

landslide susceptibility mapping as well as the comparisons between them, have been widely 

studied (Yesilnacar and Topal 2005; Chacón et al. 2006; Lee et al. 2007; Yilmaz 2010; Akgun 

2012; Youssef 2015; Wang et al. 2016). 

The methods of landslide susceptibility assessment can be broadly categorized into three 

fundamental types: knowledge-guided methods, data-driven methods, and physics-based methods. 

Knowledge-guided methods are qualitative methods by weighting and ranking related landslide 

causative factors based on the knowledge of experts. Data-driven methods evaluate landslide risk 

by analyzing quantitative relationships between related geo-environmental characteristics and 

landslide occurrence. Physics-based methods predict landslide susceptibility based on the 

mechanisms and processes that control slope failures. All three types of methods have advantages 

and drawbacks. For knowledge-guided methods, subjectivity would be inevitably involved, while 
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physics-based methods are usually only effective for specific conditions. Generally, large scales 

of landslide susceptibility mapping involve more complex variables and larger amounts of data. 

Since data-driven methods benefit from ample and high-quality data, they are applied for landslide 

susceptibility mapping in the present study. 

Data-driven methods broadly include statistical methods and ML methods. Statistical methods 

commonly used include the frequency ratio method (Lee and Talib 2005; Kannan et al. 2013), the 

weight of evidence method (Lee and Choi 2004; Thiery et al. 2007), the fuzzy logic method 

(Ilanloo 2011), information value method (Sarkar et al. 2013), and geographic information system 

(GIS) matrix method (Irigaray et al. 2007). ML methods commonly used include logistic 

regression (Ayalew and Yamagishi 2005; Wang et al. 2013), artificial neural network (Ermini et 

al. 2005; Tsangaratos and Benardos 2014), support vector machine (Yao et al. 2008), and random 

forest (Youssef et al. 2016). Among statistical methods, the frequency ratio method is one of the 

most popular and can outperform other methods, as shown in several case studies (Guo et al. 2015; 

Ding et al. 2016). In the present study, the frequency ratio method and several ML methods are 

applied to predict landslide susceptibility in southwestern regions of Pennsylvania, and an LSM is 

generated in the ArcGIS environment to serve as a tool for landslide risk assessment. 

 

5 Frequency Ratio Method for LSM 

To predict landslides, it is generally assumed that landslide occurrence is determined by related 

causative factors, and future landslides will occur under similar conditions. On this basis, the 

frequency ratio method analyzes the quantitative relationships between landslide inventory and 

related causative factors using probabilistic approaches. In the present study, the frequency ratio 

method is used to evaluate the level of correlation between the distribution of landslides and 

causative factors in the study area. The database for spatial analysis is used for the frequency ratio 

method, which contains 4,543 landslides in the format of the polygon as shown in Figure 7. Since 

the frequency ratio method was used to generate a preliminary LSM, only eight causative factors 

were selected for the analysis, which are shown in Table 5. As this study progressed, six additional 

factors were considered, and fourteen factors in total were included in ML methods to generate the 

final LSM, which is presented in Section 6. 
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Table 5. Causative factors used in frequency ratio method. 

Number Causative factor Number Causative factor 

1 Elevation 5 Stream power index (SPI) 

2 Slope 6 
Normalized difference 

vegetation index (NDVI) 

3 Aspect 7 Sand content 

4 
Topographic wetness index 

(TWI) 
8 Clay content 

 

5.1 Framework of frequency ratio method 

In the case of landslide occurrence,the landslide-occurrence event is denoted by L, and a given 

factor’s attribute is denoted by F. Given that the factor F is subdivided into n classes, the frequency 

ratio (FR) for the ith class of factor F (Fi) can be written as: 

FRi=
P(Li)
P(Fi)

=
the frequency of landslides in the Fi area

the frequency of the Fi area
 

 
=

the area of landslides in the Fi area / the area of landslides in the study area
the area of the Fi area / the area of the study area

 Eq. (1) 

 

A frequency ratio FRi larger than 1 indicates that the frequency of landslides in the Fi area is larger 

than the frequency of the Fi area and further indicates that the ith class of factor F has a positive 

contribution to landslide occurrence. On the contrary, a frequency ratio FRi smaller than 1 indicates 

that the ith class of factor F doesn’t favor landslide occurrence. 

To better demonstrate the statistical meaning of frequency ratio, Eq. (1) can be transformed as: 

FRi=
the area of landslides in the Fi area / the area of the Fi area

the area of landslides in the study area / the area of the study area
 

 
=

the probability of landslides in the Fi area 
the probability of landslides in the study area

=
P(L|Fi)

P(L)  Eq. (2) 



34 
 

Since the probability of landslides in the study area P(L) is predetermined by the landslide 

inventory, the frequency ratio (FRi) is determined by the probability of landslides in the Fi area 

P(L|Fi), which is the conditional probability of L given Fi. Hence, a higher conditional probability 

P(L|Fi) means that there is a higher probability of landslides occurrence in the ith class of factor 

F (Fi), and that would be reflected with a higher frequency ratio (FRi). When the frequency ratio 

value is greater than one, it indicates a strong correlation between the factor’s class and landslide 

occurrence, while a value smaller than one indicates a weak correlation. 

Take slope angle, one of the causative factors, as an example to demonstrate the calculation 

process of the frequency ratio. As Figure 37 shows, the first step after preparation and rasterization 

of data is to classify slope map into five classes with equal intervals in the study area. Eq. (1) or 

Eq. (2) can then be used to calculate the frequency ratio (FR) for each class of the slope map. 

Considering different landslide causative factors F(j) (j=1, 2, …, m), their frequency ratio with 

n class FRi(j) (i=1, 2, …, n; j=1, 2, …, m) can be calculated according to Eq. (2). That means if the 

class of F(j) at a particular location is Fi(j), the frequency ratio of this factor at this location will be 

FRi(j). Therefore, a landslide susceptibility index (LSI) was introduced for any given location, 

which is the summation of the frequency ratios of different causative factors at this location (Lee 

and Pradhan 2007): 

 
LSI =�FR(j)

m

j=1

 Eq. (3) 

 

A high LSI value indicates a high risk of landslide occurrence at the location. Hence, LSI can also 

be represented as the landslide hazard index (LHI) in the study of landslide susceptibility mapping 

(Pradhan and Lee 2009). To obtain the final landslide susceptibility map, the LSI map is then 

reclassified into several classes with equal intervals to distinguish the areas with different landslide 

susceptibility. 
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Figure 37. Calculation process of the frequency ratio for slope angle. 

 

 

 

Study area F2 area (i.e., Slope 12°-24° area)

Landslide events Landslide events in the F2 area

Classify “slope angle” into five classes with equal intervals in the study area

Slope angle (0°-60°）

Class 1 (0°-12°)
Class 2 (12°-24°)
Class 3 (24°-36°)
Class 4 (36°-48°)
Class 5 (48°-60°)

Calculate the frequency ratio for each Class of “slope angle” (e.g., Class 2)

FR2=
the area of landslides in the F2 area / the area of the F2 area

the area of landslides in the study area / the area of the study area

“Slope angle” map preparation and rasterization

FR2=
the area of landslides in the F2 area /the area of landslides in the study area

the area of the F2 area / the area of the study area

Or

(Eq. 1)

(Eq. 2)
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In the present study, there are six essential steps in applying the frequency ratio method, which 

are shown in Table 6. 

 

Table 6. Steps in applying the frequency ratio method. 

Steps Description 

1 Preparation of landslide inventory map and landslide causative factors map. 

2 Rasterization of all maps including landslide inventory and causative factors. 

3 Classifying all causative factor maps. 

4 Calculating the frequency ratio of each causative factor. 

5 Summing up all frequency ratio maps to obtain the landslide susceptibility index. 

6 
Reclassifying the landslide susceptibility index into different classes to generate 

landslide susceptibility map. 

 

The framework of the frequency ratio method applied in this study is shown in Figure 38. 

 

 

Figure 38. Flowchart of the frequency ratio method applied in this study. 
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5.2 Results of the frequency ratio method 

Since landslide polygons and all causative factors are rasterized in ArcGIS and the size of 

every pixel is 30 m×30 m, the area of landslides and factors is represented by the number of pixels, 

which can be calculated using tools readily available in ArcGIS. To calculate the frequency ratio, 

an Excel table (see Table 7) was constructed for each landslide causative factor, and Eq. (1) was 

used for the calculation of the frequency ratio. First, the area ratios for landslide occurrence within 

each factor’s class to the total landslide area in the whole study area were calculated, then the area 

ratio for each class of factors to the total study area was calculated. Finally, the frequency ratios 

for each class of factors were calculated by dividing the landslide occurrence ratio by the factors’ 

class ratio. 

 

Table 7. Frequency ratios of factors to landslide occurrences. 

Factor Class Class pixels Class pixels 
(%) 

Landslide 
pixels 

Landslide 
pixels (%) FR 

Elevation 

193.0 ~ 334.8 m 4411804 25.73 10048 30.68 1.19 

334.8 ~ 476.6 m 11415708 66.58 22667 69.21 1.04 

476.6 ~ 618.4 m 1082468 6.31 32 0.10 0.02 

618.4 ~ 760.2 m 137557 0.80 3 0.01 0.01 

760.2 ~ 902.0 m 98537 0.57 0 0 0 

Slope 

0 ~4.65° 5090411 29.69 1497 4.57 0.15 

4.65 ~ 8.77° 5591795 32.61 4753 14.51 0.45 

8.77 ~ 13.68° 3971571 23.16 10899 33.28 1.44 

13.68 ~ 20.13° 1976044 11.52 11195 34.18 2.97 

20.13 ~ 65.81° 516253 3.01 4406 13.45 4.47 

Aspect 

0 ~ 65° 3227426 18.82 7243 22.12 1.17 

65 ~ 138° 3458279 20.17 8113 24.77 1.23 

138 ~ 210° 3505869 20.45 5024 15.34 0.75 
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210 ~ 280° 3646002 21.26 5576 17.03 0.80 

280 ~ 360° 3308498 19.30 6794 20.75 1.08 

Sand 

content 

0 ~ 16.2 % 157620 0.92 109 0.33 0.36 

16.2 ~ 32.4 % 6967438 40.63 22331 68.30 1.68 

32.4 ~ 48.6 % 9908434 57.79 10226 31.28 0.54 

48.6 ~ 64.8 % 112599 0.66 30 0.09 0.14 

64.8 ~ 81 % 534 0 0 0 0 

Clay 

content 

0 ~ 10.2 % 155445 0.91 106 0.32 0.36 

10.2 ~ 20.4 % 2296563 13.39 2027 6.20 0.46 

20.4 ~ 30.6 % 12239139 71.38 16859 51.56 0.72 

30.6 ~ 40.8 % 2455116 14.32 13701 41.90 2.93 

40.8 ~ 51 % 362 0.002 3 0.01 4.35 

TWI 

2.78 ~ 6.22 7043427 41.08 16862 51.49 1.25 

6.22 ~ 7.90 6569230 38.31 11465 35.01 0.91 

7.90 ~ 10.50 2369547 13.82 3257 9.95 0.72 

10.50 ~ 14.13 902037 5.26 967 2.95 0.56 

14.13 ~ 26.51 261833 1.53 199 0.61 0.40 

SPI 

0 ~ 3.9e7 5265707 30.75 5289 16.16 0.53 

3.9 ~ 7.8e7 1623307 9.48 1015 3.10 0.33 

7.8 ~ 11.7e7 9848630 57.51 25818 78.86 1.37 

11.7 ~ 15.6e7 368886 2.15 612 1.87 0.87 

15.6 ~ 19.5e7 17892 0.10 3 0.01 0.09 

NDVI 

-1.28 ~ -0.86 157152 0.92 30 0.09 0.10 

-0.86 ~ -0.44 745431 4.35 521 1.59 0.37 

-0.44 ~-0.02 3679572 21.46 6561 20.02 0.93 
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-0.02 ~ 0.40 10564152 61.61 21812 66.55 1.08 

0.40 ~ 0.82 2000203 11.67 3853 11.76 1.01 

 

Table 7 shows the relationships between eight causative factors and landslide occurrence. 

According to the statistical meaning of frequency ratio, a ratio larger than 1 suggests a strong 

relationship between the factor and landslide occurrence. For example, for slope angles below 

8.77°, the frequency ratios are smaller than 1, indicating a low probability of landslide occurrence; 

while the frequency ratios of slopes larger than 8.77° are larger than 1, indicating a high probability 

of landslide. After calculating frequency ratios for all causative factors, LSI was calculated using 

Eq. (3) to get a summation of each factor’s frequency ratio. The LSI values were then classified 

into different levels of landslide susceptibility zones using equal breaks in the ArcGIS tool. 

The landslide susceptibility map using frequency ratios for the selected causative factors is 

generated in ArcGIS, as shown in Figure 39. The susceptibility map is classified into five classes 

based on LSI with equal intervals, representing very low, low, moderate, high, and very high risks 

corresponding to different landslide occurrence probabilities. The correlation between the 

susceptibility classes and the probability of landslide occurrence is shown in Table 8. 

 

Table 8. Correlation between susceptibility classes and probability of landslide. 

Susceptibility classes Probability of landslide 

Very low 0% - 20% 

Low 20% - 40% 

Moderate 40% - 60% 

High 60% - 80% 

Very high 80% - 100% 
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Figure 39. LSM using the frequency ratio method. 

 

It is shown that the susceptibility map derived using the frequency ratio method corresponds 

to the location of actual landslide occurrences very well. The red zones, which represent a very 

high risk of landslide occurrence, follow a similar distribution as the recorded landslides in the 

study area. Through frequency ratio analysis, a preliminary landslide susceptibility map was 

created, and the level of correlations between the selected causative factors and landslide 

occurrence was verified. The preliminary susceptibility map provides a basis for landslide 

susceptibility mapping using ML methods, the power of which has been shown in many studies in 

recent years. 

 

6 ML Methods for LSM 

In recent years, the big data era has brought enormous benefits to society and different sectors. 

Big data refers to the vast amount of data that can be obtained or generated with advanced 

techniques. ML techniques, as an important subfield of AI, have achieved considerable success in 

various domains, from computer science to commercial fields. With the power of different 

mathematical algorithms and statistical techniques, ML can extract information from tremendous 
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data and imitate the way that humans learn to deal with different tasks. In addition to traditional 

fields related to data and computer systems, ML is becoming more significant in the fields of 

natural science and engineering. 

In geotechnical engineering, the technical explosion of ML has promoted its application to 

landslide susceptibility mapping as well. For example, Reichenbach et al. (2018) reviewed 

published works on various aspects of landslide susceptibility mapping with ML; based on the 

comparisons of modeling approaches and model evaluation criteria, they provided 

recommendations for the preparation, selection, and evaluation of ML models for landslide 

susceptibility mapping. Merghadi et al. (2020) summarized the popular ML techniques available 

for landslide susceptibility mapping and highlighted the advantages and disadvantages of each 

model with a case study in Algeria. Naemitabar et al. (2021) analyzed the selection of effective 

landslide causative factors and compared four ML algorithms for landslide susceptibility mapping. 

Moziihrii et al. (2022) conducted a comprehensive literature survey and showed the current trend 

of landslide susceptibility mapping using ML techniques. The survey analyzed published works, 

including the studies of ML models, landslide causative factors, study location, datasets, 

evaluation methods, and model performance. 

Previous studies indicate that ML-based methods are effective for assessing complex 

relationships between landslide occurrence and causative factors. Typically, the capability to deal 

with vast amounts of data makes ML techniques suitable for the tasks associated with regional 

landslide susceptibility assessment compared to other physical methods. 

 

6.1 ML algorithms 

ML algorithms are mathematical models that allow people to explore, analyze, and find 

meaning in complex data sets. Each algorithm is implemented as a set of unambiguous step-by-

step instructions that a program can follow to achieve a particular goal. For ML tasks, the general 

goal is to discover or establish patterns that people can use to make predictions on quantities or 

categories. Hence, the two most fundamental and important types of algorithms in ML are 

regression and classification. Regression algorithms predict a continuous value based on the input 

data. For example, if the target variable that needs to be predicted is a quantity like income, scores, 

height, or weight, regression models can be very effective. Classification algorithms predict 



42 
 

discrete class labels based on the input data. For example, image recognition systems can 

automatically classify different items in one image. Email spam detection systems can classify an 

email as spam or non-spam based on the content of the mail. Given a person's symptoms, an ML-

based disease diagnosis can classify the person as suffering from a disease or not. For regression 

and classification algorithms, there are many conventional and advanced algorithms born with the 

development of computer technology. 

In the present study, landslide prediction is treated as a binary classification problem. The 

objective is to predict whether a landslide will occur in a specific location based on input data of 

landslide causative factors. Four ML models are used in the study, including Logistic Regression 

(LR), Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosting Machines 

(GBM). These models are commonly used in geotechnical fields and were chosen due to their 

applicability, small biases, and reasonable results in previous studies. For example, Ayalew et al. 

(2005) applied LR to predict landslide occurrence and distribution in the Kakuda-Yahiko 

mountains in central Japan. Ballabio et al. (2012) analyzed the application of SVM to landslide 

susceptibility mapping in the Staffora river basin in Italy. Zhang et al. (2023) compared the 

performance of RF and GBM applied to landslide susceptibility mapping in Fengjie County in 

southwestern China. 

LR accomplishes binary classification tasks by predicting the probability of an event; it 

analyzes the relationship between independent variables and classifies data into binary classes by 

using a sigmoid function to map probabilities. SVM is based on the principle that minimizes errors 

associated with the training dataset and maximizes the generalization of the model (Vapnik 1995). 

The main idea behind SVM is to find a hyperplane that maximally separates the different classes 

in the training data. RF is an ensemble learning algorithm based on the decision tree (DT) 

algorithm. It solves the problem by collecting the results from different DT models built randomly. 

The algorithm selects a feature subset of examples to develop different DTs during model training. 

After the creation of DTs, each DT makes a separate prediction, and RF considers the mean of 

those separate predictions to make the final prediction (Ho 1995). GBM is also one of the ensemble 

learning algorithms where multiple weak models are created first and then are combined to yield 

better performance (Natekin and Knoll 2013). Boosting works as it reduces error with each 

additional weak learner into a strong learner sequentially to correct its predecessor. The above four 
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models are widely used for classification problems. According to the different mechanisms behind 

ML algorithms, the performance of an ML model would vary when applied to different datasets 

and tasks. Therefore, no model is always the best. In the present study, all four models are 

established, and the performance is compared based on different evaluation methods. 

 

6.2 Landslide database for ML 

The database compiled for ML contains 4,543 landslides from USGS Topography sheets. 

Different than the eight causative factors consisered in the frequency ratio method, fourteen 

landslide causative factors (see Table 3) are considered in building the ML model for LSM. To 

reduce the bias caused by a high concentration of landslides in the southwestern region of the study 

area, 3000 landslides in the study area are randomly chosen as the database for ML. For binary 

classification problems, ML algorithms require both positive and negative samples with features 

so that the model can be trained to distinguish the pattern of features for different classes. Therefore, 

3000 non-landslides with the same number as landslides are sampled in the study area, as shown 

in Figure 40. Non-landslides are randomly sampled in the study area outside circular buffers set 

around landslides. The buffer ensures that non-landslide will not be sampled within 500 m around 

a landslide to avoid the possibility of coinciding with landslide locations in sampling. 

 

 

Figure 40. Landslide and non-landslide samples in the study area. 
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Positive and negative samples are usually represented by labels 1 and 0, respectively, for ML 

tasks; hence, the database compiled for landslide classification contains 3000 positive landslide 

samples with a label of 1 and 3000 non-landslide samples with a label of 0. Both positive and 

negative samples are associated with the fourteen landslide causative factors. A portion of the 

database is shown in Figure 41. 

 

 

Figure 41. Input database compiled for ML. 

 

When building an ML model, the model is first trained on a training dataset. The trained model 

is then evaluated on whether it can perform well on unseen data. Hence, it is a common approach 

to split the original dataset into training and testing subsets to check if the ML model performs 

well on data that it has not seen. A split ratio of 80%/20% is applied in this study, which means 

80% of the original data is chosen for model training and the remaining 20% is used to check the 

performance of the model applied to unseen data. 

However, the drawback of using only one split of training and testing sets is that the ML model 

performance can vary greatly depending on which samples were used in the training and testing 

sets. One way to avoid this problem is to build a model several times using different training and 

testing sets each time, then calculate the performance to be the average of all test results. This 

general method is known as cross-validation. Through cross-validation, the original dataset is 

divided into k folds, k-1 folds are used as the training set, and the remaining one fold is used as 

the testing set. The process is repeated k times so that each fold is used as a testing fold, and the 

final performance of the model is evaluated by the average performance for each testing fold. In 
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this study, five-fold cross-validation, corresponding to an 80%/20% data split, was used. Figure 

42 illustrates the cross-validation procedure in this study. 

 

 

Figure 42. Five-fold cross-validation procedure in ML. 

 

6.3 Evaluation methods 

For classification problems, there are many evaluation methods that can be adopted to assess 

the performance of ML models. In the present study, Accuracy, Precision, Recall, F1 score, and 

AUC score are used for the evaluation of ML algorithms in landslide binary classification. 

Accuracy is the fraction of all predictions that the model gets right. Formally, Accuracy has 

the following definition: 

 Accuracy =
Number of correct predictions
Total number of predictions

 Eq. (4) 

 

For binary classification problems, Accuracy can also be calculated in terms of positives and 

negatives as follows: 

 Accuracy =
TP+TN

TP+TN+FP+FN
 Eq. (5) 

where TP=True positives, TN=True negatives, FP=False positives, and FN=False negatives. These 

positive and negative values can be determined by the confusion matrix (Figures 43 through 46), 

which is used for evaluating the performance of a classification model as it compares the actual 
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target values with those predicted by the ML models. Accuracy, as shown in Figure 43, 

summarizes the performance of a classification model as the number of correct predictions divided 

by the total number of predictions, so it reflects the overall performance of the model. 

 

 

Figure 43. Confusion matrix for binary classification and definition of Accuracy. 

 

Precision is a measure of correctness that is achieved in positive prediction. It tells how many 

predictions are actually positive out of the total positive predicted. Precision is defined as the ratio 

of the total number of correctly classified positive classes divided by the total number of predicted 

positive classes (see Figure 44). 

 

 

Figure 44. Confusion matrix for binary classification and definition of Precision. 
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Hence, Precision is calculated as: 

 Precision =
TP

TP+FP
 Eq. (6) 

Precision reflects the reliability of the prediction model. If a model always predicts the occurrence 

of landslides, it might produce many false positives, making the model have a low Precision value 

and thus unreliable for users. Although a model with low Precision will be unlikely to miss positive 

events, the model is unreliable and will cause a waste of time, money, manpower, and public 

anxiety in the case of landslide predictions. 

Recall, on the other hand, is a measure of actual observations that are predicted correctly, i.e., 

how many observations of positive class are actually predicted as positive. It is also known as 

Sensitivity. It is defined as the ratio of the total number of correctly classified positive classes 

divided by the total number of positive classes (see Figure 45). 

 

 

Figure 45. Confusion matrix for binary classification and definition of Recall. 

 

Recall is calculated as: 

 Recall =
TP

TP+FN
 Eq. (7) 

Recall considers all the positive samples and how many of them are identified correctly. Recall is 

important to applications in the context of medical diagnostics or severe hazards because missing 

positive class will come with serious consequences. 
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However, Precision and Recall are often in a collision, which means improving one score can 

come at the cost of decreasing the other. Given that there is a trade-off between Precision and 

Recall, the F1 score is introduced as the harmonic mean of Precision and Recall, representing a 

balance between them. F1 score is a number between 0 and 1, where 0 is the worst possible score 

(i.e., the model predicts all observations incorrectly) and 1 is a perfect score (i.e., the model 

predicts all observations correctly). F1 score is calculated as: 

 F1 = 2×
(Recall × Precision)
(Recall + Precision)

 Eq. (8) 

For a binary classification problem, many classification algorithms like LR use probability 

threshold to distribute samples into classes. In most cases, the probability threshold defaults to 0.5. 

That means the algorithm classifies a sample as positive if the probability of being positive is 

above 0.5 and negative if the probability is below 0.5. However, the probability thresholds are not 

necessarily 0.5 in many cases like medical diagnostics or severe hazards, where it is more rational 

to choose a low probability threshold to prevent any chance of the positives being misclassified. 

A receiver operating characteristic curve (ROC curve) is a curve showing the performance of the 

classification model for all probability thresholds. This curve plots two parameters: true positive 

rate (TPR) and false positive rate (FPR), as shown in Figure 46. TPR is the same as Recall, while 

FPR is defined as: 

 FPR =
FP

FP+TN
 Eq. (9) 

 

 

Figure 46. Confusion matrix for binary classification and definition of TPR and FPR. 
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As Figure 47 shows, the ROC curve provides a simple way to demonstrate the model 

performance under different probability thresholds. Specifically, it summarizes all the confusion 

matrices that each threshold produces without having to sort through the confusion matrices; each 

point in the ROC curve represents a relationship between TPR and FPR under one probability 

threshold used for classification. AUC score is the area under the ROC curve, and it helps decide 

which classification model is better by comparing the area under different ROC curves of the 

models. As Figure 47 shows, a perfect classifier yields an AUC score of 1, whereas a random 

classifier yields an AUC score of 0.5. Hence, the characteristic of assembled evaluation makes 

AUC score an important metric for the evaluation of model performance; a higher AUC score 

suggests a superior overall performance of a classification model. 

 

Figure 47. Illustration of ROC curve and AUC score. 

 

6.4 ML results and LSM 

Four ML algorithms (LR, SVM, RF, and GBM) were used for landslide susceptibility mapping 

using the database containing 3000 landslide points (positive samples) and 3000 non-landslide 

points (negative samples). Table 9 shows the model performance of the four algorithms, and it is 

found that GBM has the best classification performance compared to the other three algorithms. 

Among the four models, the AUC value of the GBM algorithm is 0.872, which indicates very good 

performance in classifying landslides and non-landslides under different probability thresholds. 

Therefore, the trained GBM model is used to predict the probability of landslide occurrence for 
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the whole study area. Specifically, fourteen landslide causative factors are attached to every pixel 

in the study area, and the trained model is applied to predict the probability of landslide for each 

pixel. 

 

Table 9. Model performance using ML methods for LSM. 

Model Accuracy Precision Recall F1 AUC 

LR 0.773 0.761 0.796 0.778 0.851 

SVM 0.782 0.758 0.827 0.791 0.855 

RF 0.797 0.769 0.848 0.807 0.869 

GBM 0.803 0.775 0.855 0.813 0.872 

Avg. 0.789 0.766 0.832 0.797 0.862 

 

A landslide susceptibility map for the study area, as shown in Figure 48, is generated using the 

GBM model. According to the probability of landslide occurrence from 0 to 1, five susceptibility 

zones are classified with an equal interval of probability. The relationship between susceptibility 

classes and the probability of landslide occurrence is shown in Table 8. By comparing the 

susceptibility maps generated by the frequency ratio method and the GBM model (see Figure 49), 

it is found that the model based on the frequency ratio method overestimates landslide risk in many 

areas. In contrast, the model based on ML shows a better performance in matching the spatial 

distribution of actual landslide events. For example, the landslide susceptibility map based on the 

frequency ratio method shows that there are large areas with a high risk of landslides (yellow 

background) but few actual landslide occurrences. On the other hand, the landslide susceptibility 

map based on the ML method shows a better consistency between landslide occurrence and 

susceptibility. Most landslide data points are distributed within the areas of high and very high risk 

(orange and red backgrounds in the map using the ML method), which indicates a more accurate 

predictive model. 
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Figure 48. Landslide susceptibility map of the study area using ML method. 

 

 

Figure 49. Comparison of landslide susceptibility maps using frequency ratio and ML 

methods. 
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6.5 Model explainability 

ML models are often referred to as black boxes, and a significant downside of using ML 

method is losing the ability to quickly interpret the results and explain the relationships between 

causative factors and predicted outcomes. However, in scientific domains, it is necessary to 

understand how models learn the problem so that it is possible to combine the ML algorithms and 

physical mechanism from domain knowledge to analyze the reliability and generalizability of the 

model. Specifically, it is important to understand the main factors that affect the output of the 

model and the importance ranking of all input factors. Hence, explainable ML techniques are 

needed to unravel some of these aspects. 

One of these techniques is the SHAP (SHapley Additive exPlanations) method, which is used 

to explain how much each feature has contributed to the output and thus allows local and global 

analysis for the dataset. In this study, the SHAP plot for landslide susceptibility mapping based on 

the GBM model is shown in Figure 50. 

 

 

Figure 50. SHAP plot for GBM model of LSM. 
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SHAP plot is based on cooperative game theory and used to increase the transparency and 

interpretability of ML models. SHAP plot shows how much a single feature affects the prediction. 

In Figure 50, the sequence of the left list represents the importance ranking of all factors. For 

example, the slope makes the most significant contribution to the output, and the SHAP value 

increases as the slope value increases. That means a higher slope value steers the ML model toward 

a more positive prediction (i.e., a higher probability of landslide). In the SHAP plot, it is found 

that among all factors, slope, clay content, elevation, SPI, weight (bulk density), and profile 

curvature have a relatively high contribution to the prediction of a landslide occurrence. According 

to the physical model of landslide, slope angle directly influences the shear stress of soil along 

potential failure surfaces of a slope, and that is the reason for its top ranking of importance to the 

model prediction. Clay content in the slope material also has a great impact on the shear strength 

and other characteristics of soil that contribute to the occurrence of landslides. Higher elevation 

values have a high negative contribution, which is because in high altitude areas, clay content 

decreases and rock becomes the main geological material; as a result, the probability of landslides 

decreases as elevation increases. Compared to the plan curvature, profile curvature contributes 

more to the model prediction, which is reasonable based on the definition of plan and profile 

curvatures from a geometric perspective. The typical geometry of profile curvature makes it have 

a more significant impact on landslide occurrence. 

 

7 Spatiotemporal Analysis for LSM 

Conventional landslide susceptibility mapping focuses on the prediction of landslide spatial 

distribution based on static causative factors (e.g., topographic factors), which only vary in space. 

Positive labels (landslides) and negative labels (non-landslides) are sampled in different locations 

and spatial causative factors are obtained for each sample. ML models are then trained as classifiers 

to predict the probability of landslides in space based on all samples and the corresponding 

causative factors. By extracting the information in spatial factors, ML models learn the 

relationships between landslide occurrence and spatial features; thus, the spatial distribution of 

landslide risk can be predicted. However, pure spatial features cannot fully explain the timing of 

landslide occurrence at a given location. To further predict landslides both in spatial and temporal 

scales, spatiotemporal landslide susceptibility mapping is conducted in the present study. 
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7.1 Landslide database for spatiotemporal ML 

Landslide inventories used for temporal analysis have been compiled and discussed in Section 

2. Given that most landslides in Pennsylvania are concentrated in the southwestern regions of 

Pennsylvania, PennDOT Districts 11 and 12 were selected for the study. Integrating temporal 

analysis requires the creation of a database of landslide events that includes accurate landslide 

event dates. In this case, as the initial available landslide data set (from PennDOT Districts 11 and 

12) containing the date of the landslide was limited, data from adjacent areas with accurate 

landslide event dates were included in the database. As a result, northern West Virginia and eastern 

Ohio were incorporated into the study area. In the present study, the landslide inventories are based 

on NASA Cooperative Open Online Landslide Repository (COOLR) project and PennDOT 

Districts 11 and 12 Slide Database. There are 223 landslide data points in the study area, as shown 

in Figure 51, where red dots represent 173 recorded landslides from NASA COOLR project and 

yellow dots represent 50 recorded landslides from PennDOT Districts 11 and 12. All 223 

landslides are provided with accurate event dates. 

 

 

Figure 51. Landslide distribution and study area for spatiotemporal analysis. 

 

Landslides from PennDOT Districts 11 and 12
Landslides from NASA COOLR project
PennDOT Districts 11 and 12
Northern West Virginia
Eastern Ohio 
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7.2 Spatiotemporal causative factors 

In addition to spatial topographic factors, previous studies have shown that landslide 

occurrence is closely related to rainfall, which is time-varying and can explain the timing of 

landslide occurrence at a given location. Hence, to train ML models with the ability to predict 

landslides on the temporal scale, rainfall factors should be included as additional features. For 

spatiotemporal prediction of landslides, the same fourteen topographic factors are kept to represent 

spatial features, and eight additional rainfall factors are included to represent temporal features in 

the database. These eight rainfall factors are cumulative precipitation 1 day, 3 days, 1 week, 2 

weeks, 3 weeks, 1 month, 2 months, and 3 months preceding landslide events, which are 

downloaded from Daymet (https://daymet.ornl.gov/). A portion of the spatiotemporal database is 

shown in Figure 52. 

 

 

Figure 52. Input database compiled for spatiotemporal prediction. 

 

By introducing cumulative precipitation in different periods as input factors, ML algorithms 

can find relationships between precipitation and the probability of landslide occurrence. Previous 

studies have shown that landslides triggered by a storm are not necessarily just caused by that 

specific storm alone. Soil saturation is an important triggering mechanism for landslides, and in 

addition to being affected by current rainfall, soil saturation is also related to previous cumulative 
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precipitation. For example, a landslide can occur with little precipitation if the soil is already in a 

high-water-content condition due to previous precipitation events. Therefore, it is necessary to 

include cumulative precipitation in different periods preceding landslide event dates. These 

additional rainfall factors also make it possible for ML models to predict the timing of landslide 

occurrence at a given location because when static topographic factors are the same, different 

rainfall factors can provide extra temporal information for the algorithms to classify landslides and 

non-landslides. From this perspective, the database for spatiotemporal prediction should contain 

landslides and non-landslides samples both in spatial and temporal scales. 

 

7.3 Spatiotemporal sampling methods 

To incorporate spatial and temporal information into the database, non-landslides need to be 

sampled both in space and time. Figure 53 shows a demonstration of the sampling method used 

for spatiotemporal analysis. For each landslide event/sample, one non-landslide is randomly 

sampled within a ring-shaped zone (buffer), between 0.5 km and 1.5 km, from the landslide 

location, and it is assigned the same date as that of the landslide event. Buffer-controlled sampling 

creates non-landslides that have different spatial features from landslides. The size of the ring-

shaped buffer zone accounts for the typical landslide sizes in the study area; the minimum distance 

of 0.5 km ensures that non-landslides randomly sampled in space will not coincide with the 

landslides, while the maximum distance of 1.5 km restricts the sampling range of non-landslides. 

This restriction reduces the possibility that non-landslides are sampled in areas like rivers, 

buildings, or roads that are not comparable with landslide areas. After spatial sampling, temporal 

sampling is conducted both for the landslide samples and the non-landslide samples. Different 

landslide window periods are used for temporal sampling in this study; the window period of 1 

year is illustrated in Figure 53 as an example. The window period of 1 year assumes that there was 

no landslide 1 year prior to the landslide event date. This assumption is based on the typical period 

and frequency of landslide investigation in the study area. In addition, it is assumed that landslides 

are regularly reported in the study area. Finally, for each landslide event in the database (red solid 

circle in Figure 53), there are three corresponding non-landslide samples (green solid circles in 

Figure 53) in both spatial and temporal scales as shown in Figure 53. Every sample (positive or 

negative) is attached with fourteen topographic factors and eight rainfall factors, forming the 

spatiotemporal database for training ML models. 
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Figure 53. Sampling approach for spatiotemporal analysis (landslide window period: 1 

year). 

 

In the sampling approach shown in Figure 53, the ratio of positive to negative samples is 1:3, 

which makes the spatiotemporal dataset imbalanced. The imbalanced dataset can cause poor 

classification performance of minority classes. If the number of majority samples is much greater 

than that of minority samples, ML models tend to always predict the outcome as the majority class. 

Given that the general mechanism of ML algorithms is to minimize the error between predicted 

results and the ground truth, a poor classification of minority samples can still achieve very high 

overall accuracy in the model. Therefore, conventional ML models may be unreliable when 

dealing with imbalanced datasets. 

In general, there are three approaches to tackling imbalanced datasets. The first one is applying 

a weighted cross-entropy loss function for ML algorithms. This method addresses the structures 

and mechanisms of ML algorithms. By modifying the loss function, the ML model pays more 

attention to the minority class while conducting classification tasks. However, this method can 

only increase the Recall of the model with fewer minority samples being misclassified. However, 
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the Precision will decrease significantly, and the model is unreliable. The second approach is over-

sampling, through which new minority samples will be created using statistical theories to achieve 

a balanced dataset. However, as a product of natural factors, the characteristics of landslides are 

complex. New landslide samples created based on data science will not be interpretable. In the 

present study, the third method, which is under-sampling, is adopted to tackle the imbalanced 

spatiotemporal dataset. A demonstration of the under-sampling method is shown in Figure 54. 

 

 

Figure 54. Under-sampling method for imbalanced dataset. 

 

The under-sampling method randomly selects negative samples with the same number as the 

positive samples to form a balanced database for model training. Since under-sampled Label 0s 

are randomly selected from the original Label 0s, they are assumed to be able to represent the 

distribution of the original Label 0s. In the following section, different ways of including more 

negative samples in the original dataset to form different spatiotemporal datasets are discussed, 

and the performance of ML models based on these datasets is compared and analyzed. 

 

7.4 Spatiotemporal ML with different spatiotemporal datasets 

Using different landslide window periods, more non-landslide samples are added to the 

spatiotemporal dataset through sampling in space and time scales. Figure 55 shows spatiotemporal 

datasets constructed by including non-landslides with different locations and window periods. 
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(a) Spatiotemporal dataset 1 

 

(b) Spatiotemporal dataset 2 
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(c) Spatiotemporal dataset 3 

 

(d) Spatiotemporal dataset 4 
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(e) Spatiotemporal dataset 5 

 

(f) Spatiotemporal dataset 6 
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(g) Spatiotemporal dataset 7 

 

(h) Spatiotemporal dataset 8 

Figure 55. Spatiotemporal datasets with different non-landslide locations and landslide 

periods. 
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From Figure 55(a) to 55(h), more non-landslides are sampled within the buffer zone in space 

for each landslide event; in the time scale, non-landslides are sampled again for both the landslide 

and non-landslide locations. The number of temporal non-landslides increases as more landslide 

window periods are included. In the spatiotemporal dataset 8, for example, eight landslide window 

periods are used from 0.5 year to 4 years; for each landslide point (red solid circle in the figure), 

it is assumed that there is no landslide occurrence 0.5 year, 1 year, 1.5 years, 2 years, 2.5 years, 3 

years, 3.5 years, and 4 years prior to the event date at the same location. For the nine spatial non-

landslides in the buffer zone (green solid circles within the buffer zone in the figure), each of them 

is sampled with one window period. By doing this, both spatial and temporal information are 

introduced into the dataset, and the amount of information increases as more spatial and temporal 

non-landslides are sampled. 

For each spatiotemporal dataset, four ML algorithms are used to conduct binary classification. 

The results show that the RF model outperforms the other three algorithms for all datasets, and the 

RF model performance for each dataset is shown in Table 10. 

 

Table 10. RF model performance for spatiotemporal landslide susceptibility mapping. 

Dataset Accuracy Precision Recall F1 score AUC score 

1 0.71 0.72 0.69 0.71 0.77 

2 0.72 0.73 0.69 0.71 0.79 

3 0.75 0.77 0.70 0.73 0.81 

4 0.76 0.78 0.72 0.75 0.83 

5 0.77 0.80 0.70 0.75 0.84 

6 0.78 0.79 0.74 0.76 0.85 

7 0.79 0.81 0.72 0.77 0.86 

8 0.78 0.79 0.76 0.77 0.86 
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The results in Table 10 indicate that model performance improves as more non-landslides are 

included in the spatiotemporal datasets 1 to 8. The AUC score reaches the optimum of 0.86 in the 

spatiotemporal dataset 7, where eight non-landslides are sampled in space and seven landslide 

window periods are considered. The model performance doesn’t meaningfully improve in dataset 

8. From datasets 1 to 7, more non-landslide samples containing different spatial and temporal 

information have been added to the dataset for the training of ML models. As more information is 

provided for training, the ML models learn more representative and generalizable relationships 

from the dataset, and the model performance is steadily improved. However, such improvement 

will be limited as the model’s performance reaches an optimum. Although more spatial and 

temporal information is introduced to the dataset as more non-landslides are sampled, the under-

sampling method randomly selects negative samples with the same number as positive samples, 

which means there are always 223 non-landslides being under-sampled due to the fact that there 

are 223 landslides in the database. Consequently, although more spatiotemporal non-landslides are 

included, the weights of newly added non-landslides are diluted by under-sampling, and the 

effective spatial and temporal information in the dataset is saturated. Therefore, as the results of 

datasets 7 and 8 show, the model performance reaches an optimal level and then is kept at that 

level even with more non-landslide samples. The model trained by dataset 8 is used as the optimal 

model to conduct spatiotemporal landslide susceptibility mapping. 

The feature importance of the model from SHAP plot is shown in Figure 56. It is shown that 

by incorporating topographic and rainfall factors into ML, the model predicts landslide occurrence 

from both spatial and temporal perspectives. Figure 56 shows that the cumulative precipitation 7 

days, instead of 1 day, preceding the landslide event is the most important factor in landslide 

occurrence, which is reasonable since the 7-day cumulative precipitation reflects the increase in 

soil saturation caused by rainfall and accounts for the lag effect. Besides precipitation, the 

topographic factors of elevation and slope also contribute significantly to the model outcome 

according to the SHAP plot.  

Figure 56 shows that cumulative precipitation of various periods has a great effect on the 

potential for landslides; this is consistent with geotechnical engineering experience that poor 

drainage and lack of drainage maintenance during and after rainfall events contribute to landslide 

occurrence. This consistency suggests good predictive capability and explainability of the 
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developed spatiotemporal ML model. However, it is cautioned that the disproportionate effect of 

precipitation in Figure 56 may be due to the fact that only rainfall-induced landslides are included 

for model training (i.e., the model output is just being consistent with the model input). 

 

 

Figure 56. SHAP plot for the ML model in spatiotemporal landslide susceptibility mapping 

based on spatiotemporal dataset 8. 
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7.5 Spatiotemporal LSM 

7.5.1 Pure spatial susceptibility map 

Before generating a spatiotemporal landslide susceptibility map, a pure spatial susceptibility 

mapping is conducted as the baseline for comparison purposes. The framework of pure spatial 

susceptibility mapping is the same as that described in Section 6, except that a different landslide 

database is used. An illustration of the database for pure spatial analysis is shown in Figure 57. In 

the spatiotemporal dataset 8, the temporal/precipitation information can be disabled by removing 

the eight rainfall factors; as such, the dataset can be used to train ML models for pure landslide 

susceptibility mapping. The landslide susceptibility map generated is shown in Figure 58, where 

the black solid circles are the 223 landslide data points, and the AUC score of the ML model is 

0.77. A comparison of the pure spatial landslide susceptibility map and the previous landslide 

susceptibility map using the much larger landslide database (without event dates) is shown in 

Figure 59, where only PennDOT Districts 11 and 12 are shown. 

 

 

Figure 57. Spatiotemporal dataset 8 for pure spatial susceptibility mapping. 
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Figure 58. Pure spatial susceptibility map. 

 

  

Figure 59. Comparison of pure spatial landslide susceptibility map using different 

databases. 

 

In Figure 59, the black dots are 4,543 historical landslides (without event dates) as discussed 

in Section 6. The ML model trained using 4,543 landslide data points demonstrates superior 
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performance as the generated map can delineate areas with higher susceptibility. However, in the 

pure spatial susceptibility map based on the 223 landslide data points, there are large areas with a 

low probability of landslides (blue background) but numerous actual landslide occurrences. The 

AUC scores for the ML model trained using 4,543 landslide data points and the ML model trained 

using 223 landslide data points are 0.87 and 0.77, respectively, further confirming the superior 

performance of the former model. Figure 59 highlights the importance of the amount of landslide 

data points in conducting landslide susceptibility mapping. 

 

7.5.2 Spatiotemporal susceptibility map 

Based on the trained model using spatiotemporal dataset 8, the spatiotemporal landslide 

susceptibility map in the study area can be generated. Given that the rainfall factors are time-

varying, the spatiotemporal susceptibility map also changes with time. PennDOT Districts 11 and 

12 reported more than 12 landslide events on 02/15/2018 after a storm event. These reported events 

provide an opportunity to compare landslide susceptibility maps generated based on pure spatial 

mapping and spatiotemporal mapping to highlight the importance of incorporating precipitation 

data into susceptibility mapping. Figure 60 compares the pure spatial and temporal susceptibility 

maps for PennDOT Districts 11 and 12 and their surrounding areas for one rainfall event on  

02/15/2018, where the reported landslide events are represented using red solid circles. Figure 60 

shows that the spatial distribution of the reported landslide events on 02/15/2018 has a much better 

match with the spatiotemporal susceptibility map than with the pure spatial susceptibility map. 

Table 11 shows the predicted susceptibilities from the pure spatial ML model and spatiotemporal 

ML model for select 12 landslides reported on 02/15/2018. The pure spatial prediction shows a 

low probability (≤ 0.5) of landslide occurrence for some locations of the reported events; hence, 

considering only terrain factors, landslide susceptibility is significantly underestimated by the pure 

spatial susceptibility mapping. On the other hand, accounting for precipitation data for the event, 

the spatiotemporal ML model predicted much higher susceptibility for these locations for the 

single event, consistent with their actual occurrence.  

Figure 60 shows that the spatiotemporal susceptibility map indicates a high probability of 

landslides in the places where landslides actually occurred, but also shows high probabilities of 

landslides in other places (yellow and red backgrounds) without reported landslide events. This 
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discrepancy may be due to a combination of the following reasons. First, there may be 

undiscovered or unreported landslide events in areas with high risk. Second, there is uncertainty 

in the output of the ML model due to noise (error or irrelevant information) in data, incomplete 

coverage of the domain, and imperfect models. In the present study, the location of landslide points 

has an uncertainty of 1-5 km according to the NASA COOLR project; therefore, the value of 

causative factors obtained at the location of landslides has an error (in the ideal situation, the 

causative factors should be obtained at the exact location of the landslide), which introduces noise 

into the training data for ML. Additionally, the small landslide database (223 data points) may 

result in the low generalizability of the model. Hence, the ML model has uncertainty when 

predicting data beyond the training samples. The model performance will improve as more 

landslide data points are included in the model training. 

 

 

Figure 60. Comparison between pure spatial and spatiotemporal maps for 02/15/2018. 
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Table 11. Predicted susceptibilities from pure spatial ML model and spatiotemporal ML 

model for 12 landslides recorded on 02/15/2018. 

Landslide 

Number 
Latitude Longitude 

Susceptibility 

Pure spatial  
ML Model 

Spatiotemporal 
ML Model 

1 -79.797 40.016 0.62 0.97 

2 -80.238 39.890 0.74 0.86 

3 -80.170 39.934 0.21 0.83 

4 -79.923 40.057 0.85 0.99 

5 -79.936 40.047 0.51 0.76 

6 -80.438 40.093 0.51 0.86 

7 -80.365 40.086 0.31 0.79 

8 -80.364 40.092 0.58 0.87 

9 -80.377 40.389 0.63 0.91 

10 -80.380 40.162 0.74 0.88 

11 -80.369 40.166 0.47 0.67 

12 -80.370 40.188 0.59 0.82 

 

To further explain the superior performance of the spatiotemporal susceptibility map, Figure 

61 compares the pure spatial susceptibility map, 7-day cumulative precipitation map, and the 

spatiotemporal susceptibility map. The cumulative precipitation of 7 days prior to the event is 

taken as an example of the rainfall effect since the ML model has shown that this factor is the most 

important factor for spatiotemporal prediction (see Figure 56). Figure 61 shows that the 

spatiotemporal susceptibility map accounts for the combined effect of topographic factors, as 

demonstrated in Figure 61(a), and precipitation factors, as demonstrated in Figure 61(b). By 

incorporating rainfall factors, the proposed spatiotemporal susceptibility mapping approach is a 

useful tool to assist in predicting the occurrence and timing of potential landslides taking place due 

to precipitation events. The map highlights areas having very low to very high risk of landslide 
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susceptibility with precipitation, which may be used to establish a hierarchy and mitigate risk for 

slopes at “very high risk” for landslide susceptibility. The map may also be used for forecasting 

purposes. For example, it may be used as an aid for planning and programming purposes to address 

slopes with “very high” landslide susceptibility first. The map may be used in the event of 

incoming storms to target slopes with a very high risk of landslide susceptibility so that mitigation 

or preventative measures (such as temporary road closure) can be employed to ensure safe travel 

and minimize damage. In addition, the map may also help to target post-storm roadway/slope 

inspections to the most critical and high-risk locations first. 

 

 

Figure 61. Comparison and interpretation of spatiotemporal susceptibility map: (a) pure 
spatial susceptibility map; (b) 7-day cumulative precipitation map for 02/15/2018; (c) 

spatiotemporal susceptibility map for 02/15/2018. 

 

8 Conclusions and Limitations 

8.1 Conclusions 

To develop a warning system for rainfall-induced landslides, LSM is conducted using different 

ML techniques. Two landslide databases for spatial and spatiotemporal analyses of landslides in 

Pennsylvania and adjacent areas are compiled. Based on the digitized map of USGS Topo sheets, 

a spatial landslide database is compiled with 4,543 historical landslides in southwestern 

Pennsylvania. The database with pertinent information is stored on three platforms: ArcGIS, 

Google Earth, and Excel. The database for spatiotemporal analysis has 387 landslide events from 

three data sources: USGS Landslide Inventory, NASA COOLR, and PennDOT District 12 Slide 

Database. Due to similar terrain and climate conditions, landslide data in neighboring states is also 
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included to extend the database. The database is stored on the same three platforms. Based on 

landslide event dates, pre-event and post-event satellite images are collected and attached to each 

landslide in the database with hyperlinks. Fourteen causative factors of landslides are downloaded 

and calculated from Google Earth Engine and ArcGIS, and their values are extracted for every 

landslide data point in the database. 

Based on the landslide databases compiled in the study, the landslide susceptibility assessment 

is conducted for PennDOT Districts 11 and 12 and adjacent areas, including northern West 

Virginia and eastern Ohio. Based on the spatial landslide database, the frequency ratio method is 

used to find the correlation between landslide occurrence and eight preliminarily selected causative 

factors, and a preliminary LSM is generated in terms of frequency ratios. ML methods are applied 

to conduct binary classification for landslide prediction with all fourteen landslide causative 

factors. The results show that the best model is GBM, which yields an AUC score of 0.87. The 

model is used to generate LSM showing the distribution of landslide probabilities. Based on the 

spatiotemporal landslide database, the spatiotemporal ML is conducted to predict landslide 

occurrence on both spatial and temporal scales. Eight additional rainfall factors are considered as 

temporal features, and non-landslides are sampled both in space and time to introduce spatial and 

temporal information into the datasets. Through the buffer-controlled sampling method and 

different landslide window periods, different spatiotemporal landslide datasets are constructed and 

the performance of ML models trained using these datasets is compared. The optimal model with 

an AUC score of 0.86 is used for susceptibility mapping. The spatiotemporal landslide 

susceptibility map is interpreted through comparisons with the pure spatial susceptibility map and 

the 7-day cumulative precipitation map. The results indicate that the spatiotemporal ML model 

can predict landslides, accounting for both spatial terrain factors and temporal rainfall factors, and 

the model outperforms pure spatial ML models with the same database size. Hence, the 

spatiotemporal LSM has the potential for applications in landslide hazard mitigation and 

forecasting.  

The LSMs generated from this study highlight areas having very low to very high risk of 

landslide susceptibility with precipitation, which may be used to establish a hierarchy and mitigate 

risk for slopes at “very high risk” for landslide susceptibility. The maps may also be used for 

forecasting purposes. For example, they may be used as an aid for planning and programming 
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purposes to address slopes with “very high” landslide susceptibility first. The maps may be used 

in the event of incoming storms to target slopes with a very high risk of landslide susceptibility so 

that mitigation or preventative measures (such as temporary road closure) can be employed to 

ensure safe travel and minimize damage. In addition, the maps may also help to target post-storm 

roadway/slope inspections to the most critical and high-risk locations first. 

 

8.2 Limitations 

From the perspective of data science, the limitations of the current study are discussed below. 

Uncertainty with the location and date of landslide events: The longitude and latitude 

coordinates of the landslide events have uncertainty. NASA COOLR catalog notes that there is a 

location uncertainly for every recorded landslide event. Most of the events have a location 

accuracy of 1 km or 5 km (Emberson et al. 2022), which means the landslides cannot be located 

accurately by longitude and latitude coordinates provided by NASA COOLR. For USGS Landslide 

Inventory, there is relative confidence in the characterization of the location of each landslide as 

discussed in Section 2.1.2. Although only landslides with Confidence (5) and (8) are chosen and 

included in the databases, the accurate locations of some landslides cannot be determined. In 

addition to the location, the event dates recorded in NASA and the USGS database are also 

estimated based on post-event on-site investigations. With the uncertainty in the location and event 

date, the contributing factors and rainfall data may have similar uncertainty. 

Static causative factors: The fourteen causative factors are assumed to be static (i.e., they do 

not change with time). Since there was no advanced satellite imagery in the past, the true 

contributing factor data for old landslides cannot be obtained. The causative factors are assumed 

to be static; hence, modern satellite images representing the recent condition are assumed to 

represent the condition at the event. The difference between the real causative variables at the 

event time and those at the current time may cause errors in ML results. 

Insufficient samples and variables in the current databases: From the perspective of data 

science, the size of the training dataset has a significant impact on the performance of ML. Ample 

training samples are required for ML algorithms to discover the true relationships between every 

variable and the target. The current databases contain 4,543 and 223 landslide data points for 
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spatial and spatiotemporal predictions, respectively, which may not be large enough for training 

an excellent ML model. In addition to the number of samples, the number of features (causative 

factors) is also important for model performance. The current databases contain fourteen spatial 

causative factors and eight precipitation factors, which may not be enough for explaining all 

landslide occurrences. 

 

9 Recommendations and Instructions for Generating LSMs using the Developed ML Models 

Based on the spatiotemporal landslide database, including 223 landslide data points with 14 

topographic causative factors and eight rainfall factors, a Random Forest ML model was developed 

and trained to predict the probability of landslide occurrence both in space and time. The developed 

ML model and the relationship between causative factors (topographic and rainfall factors) and 

landslide occurrence are specific to the landslide database compiled and utilized for model training. 

If more landslides with event dates are reported in the study area, the landslide database can be 

updated and the ML model should be updated using the new training samples. Consequently, the 

relationship between causative factors and landslide occurrence should be updated acccordingly, 

which will result in different LSMs. Because rainfall factors are time-varying factors, the 

spatiotemporal LSM also changes with time: spatiotemporal LSM changes every day. Therefore, 

to generate a spatiotemporal LSM, it is required to provide the model with those causative factors 

at a specific date. In the present study, the fourteen topographic factors are assumed to be static, 

which means they will not change with time. Hence, the most important step in constructing a 

spatiotemporal LSM is to obtain rainfall factors for a specific date. If an incoming storm is 

forecasted, it is essential to incorporate the forecasted rainfall amounts into the rainfall factors to 

generate appropriate LSMs for the incoming storm. 

The spatiotemporal LSM is not a single map as it dynamically varies with time based on 

precipitation data. The landslide database and ML codes can be stored in a cloud platform or a 

local platform. Procedures for generating the LSMs are presented below for each platform.  
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9.1. Cloud platform 

9.1.1 Deliveries 

Number Items 
1 Python code 
2 Relevant data (landslide database in CSV and causative factors in TIF files) 
3 ArcGIS template file 

 

9.1.2 Requirements 

Number Items 
1 An account for Google Drive login 
2 A cloud platform for Python (Google Colab is recommended) 

 

9.1.3 Instructions 

To create spatiotemporal LSMs for different dates, the corresponding rainfall factors at these 

dates need to be downloaded and updated to the ML model. Hence, there will be frequent data 

savings and downloads. Using a Cloud platform to implement Python codes is a convenient and 

easy way for data import and export. The steps to generate an LSM are as follows. 

Step 1: Google Drive login 

A folder named “PennDOT_project” containing all relevant data, including the landslide 

database in Excel (e.g., Figure 13) and causative factors in TIF files (e.g., Figures 18 to 27 and 30 

to 34), will be provided. Upload the folder to My Drive (see Figure 62). This folder contains the 

data of 14 topographic causative factors in the study area in the format of TIF files (see Figure 63). 

Since topographic factors will not change with time, they can be provided in advance and used 

continuously without needing periodic updates. The folder also contains the landslide database in 

CSV format for model training. It is noted that there is a subfolder named “rainfall_images” (see 

Figure 63), it will be created automatically as rainfall data is downloaded using the Python code, 

which will be explained in Step 3 in detail. 
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Figure 62. Upload the folder for relevant data. 

 

 

Figure 63. Contents in the folder of “PennDOT_project”. 
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Step 2: Google Colab Setup 

Google Colab is a cloud-based service that allows users to write and run Python code in the 

web browser. The Google Colab setup process can be completed with the following steps across 

all devices:  

1). Visit the Google Colab page, which will direct the user to the Google Colaboratory 

Welcome Page. 

2). Click the Sign in button on the right top (see Figure 64). 

 

 

Figure 64. A Screenshot of Google Colab Welcome Notebook. 

 

3). Sign in with a Gmail account (see Figure 65). 

 

 

Figure 65. Google Sign-in Page. 



78 
 

4). Ready to use Google Colab. 

 

 

Figure 66. A Screenshot of an empty Google Colab Notebook. 

 

Step 3: Python code implementation 

A complete Python code will be provided for implementation. The code is divided into the 

following four parts to implement according to their functions.  

Part 1. Package installation 

Run the codes as Figure 67 shows; this will install the required packages. 

 

 

Figure 67. Python code in Part 1 for package installations. 
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Part 2. Link Google Drive and Python environment 

Run the codes as Figure 68 shows, this will link the directories and data in Google Drive to 

Colab. Afterward, the relevant data provided in the folder “PennDOT_project” is available in 

Colab. 

 

 

Figure 68. Python code in Part 2 for linking to Google Drive. 

 

Part 3. Download rainfall data for a specific date 

Run the codes as Figure 69 shows, open the following URL in a web browser, and follow the 

instructions to get a verification code for downloading data from Google Earth Engine. 

 

 

Figure 69. Python code in Part 3 for the authorization of accessing Google Earth Engine. 

 

Run the codes as Figure 70 shows and enter a specific date in the box. The rainfall data for that 

date will be downloaded from Google Earth Engine and automatically saved in a new subfolder 

named “rainfall_images” in the folder “PennDOT_project”. 
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Figure 70. Python code in Part 3 for downloading rainfall data from Google Earth Engine. 

 

Part 4. Generate a landslide susceptibility map for the specific date 

Run the remaining codes, then an LSM for the specific date entered above (2018-02-15 is 

entered as an example in this instruction) will be generated automatically, which is shown in Figure 

71 (the map is on 2018-02-15). It is noted that the map generated in Python is within a larger 

rectangular area than the study area. The rectangular range is used for convenience for matrix 

operations in Python. To visualize the susceptibility map for the study area specifically, the 

following step in ArcGIS is required. 
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Figure 71. Python code in Part 4 for generating landslide susceptibility map. 

 

Step 4: Map visualization in ArcGIS 

Upload the LSM generated in Python to ArcGIS, as Figure 72 shows. 

 

 

Figure 72. The landslide susceptibility map uploaded to ArcGIS. 
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An ArcGIS template file will be provided, where the boundary shape of the study area is 

included, as Figure 73 shows. To create the susceptibility map for the study area specifically, an 

Extraction Tool in ArcGIS can be used to clip the rectangular map (see Figures 73 and 74). Finally, 

to classify the probability of landslide occurrence into five classes with equal intervals (0%, 20%, 

40%, 60%, 80%, 100%), edit the symbology for the map as Figure 75 shows. Click on any location 

on the map; the corresponding landslide probability will pop up, as Figure 75 shows. 

 

 

Figure 73. The boundary shape of the study area in ArcGIS. 
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Figure 74. Steps for using Extraction Tool in ArcGIS to clip the rectangular map. 

 

 

Figure 75. Classifying the probability of landslide occurrence in ArcGIS. 
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9.2. Local platform 

9.2.1 Deliveries 

Number Items 
1 Python code 
2 Relevant data (landslide database in CSV and causative factors in TIF files) 
3 ArcGIS template file 

9.2.2 Requirements 

Number Items 
1 A local platform for Python (Jupyter Notebook is recommended) 

9.2.3 Instructions 

The same items as those from the Cloud platform will be provided. The only 

difference between the local platform and the cloud platform is the location of directories for 

data storage. Instead of uploading the relevant data to Google Drive in Step 1, the user can 

upload the folder to the local Python environment directly, and the downloaded data (rainfall 

data) will be stored in the local directory. There is no need to link to Google Drive when 

implementing the code. The essential part of this approach is to install and set up a local 

environment for Python language correctly. Step 3 and Step 4 will be the same as those for the 

cloud platform. 
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